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ABSTRACT

The project is concerned with (1) mathematically isolating optical
! flow and taxture variables as candidates for visual information useful ;
in guiding flight maneuvers and (2) assessing the functional utility of 3
these variables in judgment experiments and in fully interactive simu=

lation environments, The major contribution of the reported yaar's
effort was the developmant of a technique for holding optical variables
3 invariant throughout self-motion events. The method was used to fac- @
kg torially study fractional rates of change as information for accelera- .
;i tion, deceleration, and less in altitude. Assessment of individnral i&
differences in sensitivity to thase optical variables was initiated, m
and the constraints on degrees of freadom in choosing variables for .}
o factorial experimental designs waera datermined.

Optical analysia of 256 Boaing 747 simulator landings has begun

to explora the applicability of our approach to flight situations. b
'i . Studies of this kind will be used to guide future judgment and inter- .f
f ' active experiments. Implications of optical analysis for aviation safety 1
gk o are also reported. i;

L Lastly, a review of performance measurement in research on visual

i

j é i» control of flight is presented, The review will guide our development ¥ 
Ti é of optical variables and invariants as measures of performance, under ﬂ
jf ; the assumption that pilots make control adjustments in order to control ?
i g what they parceive, k
! g o
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INTRODUCTION

Overview of Progress

One of the two expariments presented in the previous final report
is in print (Owen, Warren, Jensen, Mangold, & Hettinger, 1981), and the
other is in press (Owen, Warrven, & Mangold). A third paper (Warrem &
Owen, in press), ls presented in Appendix A. It lays out the problems
we have encountered in designing experiments on self-motion perception
and prasents some solutions we have developed. A fourth paper by Owen
and Warren on relations between optical varimbles and mishaps will
appear in the proceeadings of a conferenca, and is presented in Appendix
E.

The first M.A, thesis on the project was completed by Larry
Hettinger (see Appendix B). Noteworthy was the lack of any effect of
global optical density over a wida range of variation, The experiment
was designed as a preliminary to several studies which will explore
candidates for information specifying loss in altitude and compare eya-
height-scaled versus ground=texture-scaled metrics for self-motion
parcaption.

We have bagun examining individual differences to determine theilx
range and distribution and to assess the extent to which group means are
rapresentative. Results to date are presented in Appendix C. A major
part of our experimental effort this year was devoted to the éompariaon
of flow-rate and edge-rate determinants of perceived self speed, and
individual differences may be one of the most importaut outcomes of this

study, As shown in Appendix D, the influences of fractional increases

in flow rate and edge rate are essentially additive when observers are
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required to distinguish acceleration and constant aspeed. Performance of
some individuals is more ralated to flow rate, that of others more to
aedge rate, Perceived changes in speed with changes in adge rate or
taxture density are illusory and occur in actual flight situations, so
these findings will receive more of our attention in the futurae.

Our approach has direct implications for flight safety and some of

these are detailed, with examples, in Appendix E. The problems described

will be explored by Ildiko Pallos in her M.A. thesis research on changes
in sensitivity following adaptation to prolonged exposure to various
flow rates, The complementary effects of edge rate change in compen-
sating for adaptation will also be studied, with interactive as well as
passive judgment task conditions.

We have begun a review of the parformance literature relevant to
our projectad interactive studies, To test our general assumption that
a pilot makes control adjustments in order control what he seaes, we
nead to understand the relationship among control adjustments; their
effects on aircraft attituda, path, and speed; and the optical trans-
formations and invariante produced by the pilot's actions. Appendix F
represents the current state of the performance review, It will be up-
dated as we find more relevant articles and technical reports.

The final sections of tha introductlon show our progress in two

major areas, (1) the continued study of visual information for detecting

decelaration and (2) the analysis of Boeing 747 simulator landings in
terms of optical flow parametuers and their relation to performance
measures. A listing of accomplishments relatad to the project follows

directly.
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Hardware development. For most of the period since the programmable

scene generator was completed, we have not been able to conduct descent
axperiments because the scene changed in steps rather than smoothly. The
analog boardlbetween the PDP 11/34 computer and the scene generator has
been isolatad with its own power supply and ground, and a scaling circuit
has been added producing an acceptable scene transformation, This is
consida;ed a4 temporary measure until a new analog board can ba designad
and constructed,

An interrupt rack has been constructed to serve as a general purpose
interfaca batween the PDP 11/34 and the GAT=-l simulator, the subject
response box used in judgment studies, a joystick, or the second projection
TV we will need for studies of peripheral versus central vision. The
first subject response box has been completed and is in use for automatic
racording of the judgment made by the subject and of the reaction time.

A graphics board and CRT tube have been retrofitted in our new
terminal so chat;we can now plot data from our own experiments or from
outside sou?cen. Figures can be photographed directly or data of enduring
intereat can be transferred to the Computer Center's alectrostatic plotter
for hard copy. The bootstrap terminator and expansion backplane for the
PDP 11/34 are installed, and the new video projaection screen and tape
racordar are in use for testing subjacts.

Dave Park estimatad that about 350% of his time ia spent on maintenance

and repair and about 50% on new design, construction, and installation.

by i kst it




Software development. A new program has been written by Joe Schluter

for custom scene texture generation including exponentially spaced edges,
and the flight path and speed generation program has been rewritten to
meet new and more general requirements., A library file has been developed
for the approximately 1300 subroutines in tha system.

As a result of a disk fallure which wiped out two disk directories
and cost us over two weeks down time, a system for recovarying lost files
on disks or for recovering files after a disk crash has been written.

A micro program disassembler was developed to aid in debugging the scene
generator. In order to usa the new graphics system for our spaecial needs,

Joe wrote a plot package to display path, speed, error, and optical vari-

" ables from flight maneuvers.

Dave Park wrote a program for automated recording of asubject's
rasponses and reaction times in judgment experiments. This allows us to
transfor data directly to the Computaer Center's main computer for analysis

via canned programa.
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An Investigation of Optical Information

for Detecting Losa in Speed

In an earlier experiment (Owen, Warren, Jensen, Mangold, &
Hettinger, 198l), we demonatrated that fractional loss in speed (%/%,
where ¥ = deceleration and % = speed) was the useful optical informa-
tion for detecting loss in speed when deceleration was a constant, In
that case, fractional loss accelerated and became more easily detected
as the event sequence proceeded., It is possible, howevar, to hold
fractional loss constant throughout an event sequence by reducing
deceleration at the samea rata that speed is reduced.

In a Master's thesis experiment now being conducted by Shirley
Tobias, four determinations are being made: (1) whether fractional
loss 1s more detectabla when it increases throughout an event than when
it 48 invariant during a trial, (2) whether performance 1ls the same
when fractional loss (either varying or invariant) is the same regard-
less of the particular values of % and ¥, (3) whather attention to
fractional loss is independent of global optical flow rate (%/z, where
z = ayaheight), global optical deceleration (¥/z), and global optical
texture density (z/g, where g = surface texture size), and (4) whaether
the ability to distinguish constant speed from deceleration is affected
by initiating the lnss in speed already in progress versus preceding
loss with a brief period of constant speed. The fourth issue is of
interest for several reasons. In all our experiments we have had an
error rate of about 20% in the conatant conditions. Why would coustant

speed appear as acceleration or deceleration, or constant altitude
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appear as desceut? One possibillity is that the contrast of change with
no change has a diliferent effect than the contrast of change with ongoing
change.

Both kinds of conditions haye ecological validity, since one class
represents breaking out of a cloud, where the others represent flying
with a variable constant and then having a change imposed. If sensie
tivity to change s different under these conditions, the effect will
be investigated parametrically. Earlier results would have to be rein-
terpreted, and the design «f all future studles would be affected.

Tables 1, 2, and 3 show time series for the types of evants to be
displayed. (Primes ure used in place of the dot notation in the text;
%/g and ¥/g denote speed and deceleration scaled in gvound texture units,
respectively.) Comparing columns for what varies and what is invariant

should make differenree among the three kinds of conditions apparent.
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Optical Flow Analysis of Boeing 747 Simulator Landings

Purpose, The most basic assumption underlying our approach 1s that
when a pilot makes a control adjustment, he is indicating dissatisfac-
tion with the current peréaptual conditions and is attempting to pro-
duce a more desirable state of affairs. That is, he behaves in ways
necesasary to control his perception. Optical analysis should allow us
to determine both what he detected that he was displeased with and what
he produced in its place.,

Our short-~term goal is to work from judgment experiments to situa-
tions where the optical effects of control actiona by a pilot flying
the simulator serve as perceptual reports, Optical analysis of data
from a precision simulation system will allow us to learn what to look
for in our own interactive data. The Boeing 747 data provide an ideal
starting place, bacause changes take place so slowly. Our long-term
goal 18 to be able to deal with data recordeu during performance of
actual flight maneuvers, and simulator landings will give us a feel for
the complexities of the problem. We plan to use what we learn about
the relationships among optical variables, pilot control actions, and
aircraft attitude, speed, and path variables to guide the conduct of
basic theoretical studies designed to isolate optical information
useful in gulding flight.

The raw data. Through the generosity of Conrad Kraft of the Boeing
Aerospace Company, we have acquired a copy of the raw data from Experi-
ment 2 of the Krafk, Anderson, and Elworth (1980) study (AFOSR contract

number F49620-79-C~0030). They used the Redifon Boeing 747 simulator
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fitted with a General Electric Compuscene computer generated imagery
gystem., Experiment 2 factorially contrasted narrow versus wide fields
of view and simple versus complex ground surface textures. The narrow
field was limited to the forward display extending 20 deg to either side
of the straight-ahead viewing centerline. The wide field included the
forward display plus oblique and side displays for a total of 1ll4 deg

in front and to the left of the Captain's position. All displays
axtended 30 deg vertically.

The simple surface consisted of a blue-black 300 x 10,000-ft
runway on a tan desert ground with blue sky above the horizon. The
runway had no markings. The complex surface contained the details
normally available in the Moses lake, Washington, data base used for
flight crew training, including rows of diamond shaped fields on either
side of the runway. This artificial texture was added to give pilots
more information when they were close to the ground (See Figure 1).

The runway and sky were the same as in the simple surface condition.

Sixteen Air Force Military Airlift Command pilots each made four
approaches in each of the four conditions, for a total of 256 landings.
All were current in the C-l4l military air transport, but had no prior
experience in the 747, All approaches were straight in, beginning 4.7
nautical miles from runway thrashold at about 1350 ft altitude with
the aircraft trimmed for a 2.5-deg path angle. The landing gear was
down and flaps were at full 30-deg throughout the approach. Dependence
on visually guided flight was ensured by removal or occlusion of all
instrumentation except the airspeed indicator. The simulator motion

base was activa during all trials.
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Figure 1. Topography of a section of the Mosas Lake ground i
surface showing the runway and the artificial diamond shaped texture i

nearest the runway threshold.
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The pilot was instructed to proceed straight in to a minimum~descent-
rate touchdown at 1000 ft beyond the runway threshold. Among other vari-
ables, x, z, 8, and % were recorded every 450 msec. We are using these
variables to computa and plot, over distance to instructed touchdown and
ovar time, the pilot's eyeheight (z), path speed (4), path speed accale-
ration (¥), climb (sink) rate (%), climb (sink) accaleration (¥),
instantaneocus path slope (i/%), global optical flow rate (8/z), frac-
tional loss in altitude (2/2), and fractional loss in spead (4/d). Pilot
control actions, such as power laver angle, and system variables, such
as angle of attack, pitch, and roll will be related to optical variables
and to computations of flight path error (vertical, lateral, and cir-
cular). Most of these variables are shown in Figures 2 through 5,
using the first landing in the experiment as an example. Examples of
ayehaight, flow rate, and fractional loss in altitude, all plotted over
distance for three approaches, can be seen in Figures E-=l, =2, and =3
of Appendix E.

When an aircreft i1s properly trimmed and the controls are not
moved, the path of craft (and the pilot's eye) will be linear. A linear
segment can be usad as an indication that the pilot has achieved a
desired set of conditions. Presumably, he will remain on the same path
until he perceivas that the path is undesirable. He may, for example,
see that he is undershonting (or overshooting) the instructed touchdowm
point and adjust tha power lever angle to reduce (or steepen) the path
slope.,

Figure 2 shows six linear path segments found by using a straight

edge, (The second segment actually consiats of three linear subsegments,
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of which only the last is extended.) Extensions of the segments show

the point of potential impact which is also the point of optical expansion.
Error in ground distance from the instructed expansion point can be com-—
puted, as well as time to collision if the path is not changed.

Efforts are now underway to use a technique developed by Pavlidis
(1976) to isoclate the segments by computer, When completed, the seg-
ments will be separately analyzed for duration, distance, and optical
variables, An example of a segment invariant (2Z/%) is shown in Figure
6 over 450-masec iterations. The horizontal lines show the invariant
values of pauth slope over (conservatively short) durations.

At the simplest lavel, the numbar of segments can be used as a
dependent variable to compare scene and event conditions for adequacy
of information, test for improvement with practice, and examine indi-
vidual differences. If perceptually useful information is in fact
ayeheight scaled, the sagments should be longer in duration at higher
altitudes whare optical changes are smaller in magnitude.

Finally, each sagment isolated will be subjected to analysis in
terms of path, speed, and attitude variables; optical flow variables;
pilot control adjustments; and system variables, in order to survay
their relationships. Speclal attention will be given to the last
linear segment, flare, and the time sample just before touchdown. A
pilot who flias an ideal approach into the ground without flaring may
have a low root-mean~square error, and a pilot who deviates radically
from ideal during most of the approach may produce an ideal touchdown.
Therefore the most weight in evaluating effects of real-world and experi-
mental treatment conditions must be given to the critical phase of the

required maneuver.
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APPENDIX A
FUNCTIONAL OPTICAL INVARIANTS:
A NEW METHODOLOGY FOR AVIATION RESEARCH
Rik Warren and Dean H, Owen

The Ohio State University
ABSTRACT

The application of Gibson's (1979) "ecological approach to visual
parcaption” to aviation psychology entails the use of information rich
visual displays that must adequately and unambiguously enable a pilot to
perform flight maneuvars., Optical information often takes the form of
invariant proparties of a changing optic array and functional invariants
are defined as psychologically effective optical invariants, Their
effectiveness is determined by empirical test but standard experimental
paradigms are shown to be inappropriate for testing the effectiveness of
information in rich displays due to the presence of inherent and
unavoidable confounding factors that are here termed "secondary independent
variables" in contradistinstion to the "primary independent variables"
manipulated by the experimenter, Recommendations for a new methodology and
statistical treatment are offered and the implications for aviation
psychology ars discussed,

INTRODUCTION

The concept of functional optical invariants and the new methodology
they entail were develcped to meet ceartain difficulties we encountered in
our attempt to apply J. J. Gibson's (1979) "ecological approach to visual
perception" to fundamental problems of aviation psychology. Specifically,
we are attempting to determine and describe the necessary and sufficient
optical conditions that induce a perception of egomotion (self-motion). A
knowledge of the necessary and sufficient optical bases for the perneption
of egomotion is neaded to optimally design visual flight simulators and
simulator training programs. Optimization is peychologically and
economically important since underdesign results in voorer simulation
training than possible and overdesign results in overly expensive
training.

Ecological Optics and Optical Invariants

Since the concept of functional optical invariants is an extension of
Gibson's (1979) theory, his ecological approach will be briefly reviawed,
"Ecological optice" is the study of the information available in light and
its origins trace back to Gibson's (1947) research on pilot selection and
training in World War II. The princinles of ecological optics that are
relavant here are:

1. The light coming to a moving point of observation is structured
owing to the structure of the environment and the obsarver's travel.
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2. The optical structure ias constantly changing, again owing to the
observer's travel and also to events in the enviromment.

3. Over the changing structure or transformations of optical
structure, there remain properties (often higher-order relationships) that
do not change and are thus invariant over the transformation.

4, These optical invariants are claimed to be, or to form the bases
of, the univocal information used by active perceivers to survive in and to
exploit their environment.

Examples of change of optical structure. A common type of change of
optical structure is the total change in the optical location or direction
of points in the environment that corresponds to a displacement of the
point of observation (Gibson, Olum, & Rosenblatt, 1955). Another example of
change of optical structure is the change in optical size and optical
density of environmental features due to a change in altitude.

Examples of optical invariants. During rectilinear egomotion. the
optical position of the horizon Ls invariant over tha otherwise total flow
transformation, Also, the optical position of the ground point toward which
a plane is heading is invariant i{f the path slope is constant, Since path
slope (if there is no wind) is the ratio of the descent rate to the forward
velocity, this means that the optical position of the aim point is furthur
invariant over changes of descent and forward velocities as long as these
change proportionately. Changes in these velocities do result in a change
in the global optical flow rate (Warren, Note 1),

This example of path slope as a ratio of two rates of change
underscores a common finding of ecological optica: often optical invariants
emerge as rates of change during changes and especially as ratios of rates
of change of environmental variables.

It is important to note that whether or not an optical invariant {is
indead mathematically capable of specifying its source is a question for
geometry; whether or not a particular optical invariant is actually used by
an observer is a question for psychology. Hence, ecologicel optics i{s not
itself o theory of perception, but a propasduetic for one.

Perception and Functional Optical Invariants

Perception is dafined as the pickvp of information available in light,
However, the existence of potentially available information does not force
perceiving since, for example, an observer may not be aztending or not yet
have developed sufficient pickup skills (E. J. Gibson, 1969). Thus, optical
invariants fall into two functional equivalence classes: those that are not
utilized and are thus perceptually ineffective, and those that are indeed
picked up and are thus perceptually effactive.

Definitiont Functional optical invariant. A functional optical
invariant is an optical s perceptually effective (Owen,
Warren, Jensen, Mangold, & Hettingar, in press), The term “functional"
carries two implications: that of being used or utilized and also that of
utility or practical, survival value.

The implication of being used means that the ultimate determination of
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whether or not something is a functional optical invariant is by empirical
testing., This in turn implies that an adequate research methodology must be
available,

The implication of utility means that the problems selected for study
ares motivated by practical concerns. This in turn implies that the research
methodology be sensitive to the requirements of ecological validity.

ST R R SR e A

Ecological functionalism and direct perception. The emphasis on
ecolog ty the ecologlical approach and there are
currently two active branches of development: One branch smphasizes the
epistemological implications of the ecological approach and is associated
with the term "direct perception" (a.g., Shaw & Bransford, 1977); another
branch emphasizes the empirical implications and is termed "scological
functionalism" (Owen et al., in press).
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This paper is on ecological functionaliswm and is concerned with the
problem of how to study sensitivity to optical invariants. If standard
exparimental paradigms ware adequate for testing candidates for functional
optical invariant status, then this paper would be unnecessary.
Unfortunately, standard experimental paradigms used today make assumptions
that are inappropriate for perceptual research in aviation.
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Assumptions of Standard Experimental Paradigms

The standard experimental paradigms we are refering to attempt to
assess the effects on a parformance dependent variable of systematic
manipulation of two or mors independent variables (IV) in a balanced,
orthogonal factorial design. In practice, several assumptions are wade in
applying these paradigms to research problems. One class of assumptions may
be termed "technical® and is not of interest here. These include the
assumptions of vandom assignment and homoscadacticity. The second class of
assumptions is concerned with the adequacy of the selection and evaluation
of the IVe and ure necessarily problem or context sensitive, In discussing
these assumptions, the specific context is that of perceptual factors in
aviation. The assumptions commonly made in current research aret

Assumption 1. If is assumed that the IVs generally selected are indeed
the most relevant or germans for perception and action. Most relavant is
used synonymously with directly relevant in a causal chain eense. For
example, a common variable in the study of the perception of egospeed is
actual speed of travel. The selection criterion apparently used is that of
face validity albeit intuitively or tacitly applied.

Assumption 2, In any experiment, the total variation in the dependent |
varisble may be partitioned into that due tot (a) the effects of the IVs i
selacted and their interactions, (b) other systematic effects of either '
identified or unidentified sources, (c¢) individual differences, and (d)
random error, Often, the sourcas of systematic effects may be
intercorrelated so that advanced techniques such as multiple regression and
correlation are required to evaluate the contribution of redundant factore,
and hence interpretation is difficult (Cohen & Cohen, 1975).

But, it is assumed that the variation due to "other systematic
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effects" may be reduced to zero by means of a well designed and executed
balanced orthogonal design. By well designed and executed is meant that the
effects of all non-experimental factors (either identified or not) are made
irrelevant by such means as elimination, use of a single level if
elimination is not feasable, randomization, or counterbalancing so that
their effects are self-cancelling and/or equal to zero. In essence, a well
designed experiment is assumed to control for or be free of confounding
factors. Technically, a confounding factor is a non- experimental or
non-manipulated sfccor which has a non-sero eonf!istont of multiple
determination (R“) or curvilinear determination ) with some IV or
interaction of IVs of interest, It is further assumed that the presence of
a confounding factor indicates a poor experiment.

Assumption 3, The third assumption is that data analysis is complete
once an analysis of variance or regression analysis has rendered a verdict
on the main effects and interactions. (Post hoc tasts, trend analyses, and
regression equations are included in the above analyses.) The main point
here is that although the discovery of an interaction may lead to joy if it
was predicted, or anguish if it was unexpected and "must be explained", it
is assumed that no further explication as to just exactly how the variables
combine is required, An interaction is defined as an effect beyond the mere
addition of the effects of main factors, and thers is ro presumption that
tha exact mathematical nature of the non-additivity must be explicated,
More serious is the assumption that main effects are terminal findings
especially 1{f no significant interaction is found.

Bcological Critique of Standard Methodology

As reasonable as tha above assumptions are, they are not immune to
criticism. One obvious critique of most experiments from the ecological
viewpoint is the lack of ecological validity of the tasks and situations
commonly used. But ecological validity does not concern ue here since it is
orthogonal to the procedural assumptions at issue.

Critique of Assumption 1

Percaption exists for the purpose of scting in and on the environmant,
Hence it is reasonable to vary anvironmental conditions to determine their
effect on perception and performance. But perception as the pickup of
envivonmental information contained in light is perforce constrained by the
available information. We cannot see & very real tree in front of us in the
dark, Hence it ie also veasonable == and we argue, more reasonable == to
systematically vary the information contained in the light and let the ago
- environment states corresponding to that information vary freely rather
than the other way around as i{s now the practice, There would be no problem
as to which to deliberately vary and which to let vary freely if simple or
low-order optical and environmental structures were in one-to-one
correspondence, but that they are not always so has been plaguing the study
of perception eince Euclid.

An example in which there is lack of correspondence betwesn simple or
low-order optical and environmental states is common in aviationt Two
planes may be traveling at the same ground speed, hut if one is flying very
low, both the optical flow rate and the corresponding experience of
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egospeed will be fast, whereas if one is flying very high, both the optical
flow rate and the corresponding experience of egospeed will be slow
(Warren, Note 1), Hence, a study that systematically varied egospeed, but
not optical flow rate, could miss the dependence of perceived egospeed on
altitude., A study that included altitude as a sacond orthogonal factor
might find a significant interaction between egospeed and altitude, but
unless it went beyond the env.ronmental factors to the relevant optical
factor, it could not explain the interaction., There are two lessons to be
learned from this example: One is concernad with the number of factors to
include in an experiment and is discused in the next section. The other
lesson is that the finding of a functional relationship between an
environmental condition and perception is not anough, for we must also
learn what the information "linking" the two is., Unfortunately, the optical
conditions, especially the optical invariants, tend to be ignored,

Critique of Assumption 2

The second assumption of the standard approach may be characterized as
implying that the factovs chosen for an orthogonal design may be so choaen
and so presented as to avoid the affects of any confounding factors either
by elimination or deliberate control of all possible confounds. Our point
here is that this situation, however desirable for elegance of design and
ease of interpretaion, is in general inherently unattainable in experiments
utilizing scenes of sufficient ecological validity to be of interest in
aviation research., In general, there will exist at least one, and often
many, i{dentifiable factors, in addition to the spacified set of orthogonal
experimental factors, which will stand in a non-orthogonal relatiomship to
them. In other words, there will always exist confounding factors whose
effacts cannot be controlled or eliminated by the experimenter, because the
factors are inherently tied given the environmental constraints.

Where the inherent confounding exists, the vary notion of confounding
must be reinterpreted. We will attempt a reinterpratation and try to
specify the conditions under which aviation research leads to non-standard
analysis,

The reason for the inherent confounding of experimental factors is
that each experimental factor (excluding non-visual factors such as
replications and flying experience) corresponds to some characteristic or
descriptive parameter of the visual scene, whereas the number of degrees of
freedom available for distribution among the scene parameters is smaller
than the number of scene parameters that must assume values. One
consequence of the shortage of degrees of freedom is that an expurimenter
may manipulate or specify the values of only a small subset of scene
parametersj the values of Jll the other unavoidably co-existing scene
parameters are then forced or determined once the values of the initial
subset are assigned, The exparimenter's problems are further exacerbated
eince there is not complete latitude in choosing which combination of scane
paramaters may be assigned to the degree of freedom consuming subset. This
may be best axplained by identifying the scene parameters and their
interrelationshipst

Scene parameter degrees of freedom. A complate description of an
egomotion scens includes a speciflcation of the environment and the
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orientation of the "window" through which an observer views the world, In
addition, the following must be specified:

1, The path slope. The specification of the path slope consumes one
degree of freedom,

2. Speed of travel. Speed of travel may refer to the path speed or to
its components, descent rate and forward velocity. But assignment of values
to these three parameters is constrained since they are related by the
Pythagorean theoram: Path spead is the square root of the sum of the
squares of descent rate and forward velocity. Another constraint is that
descent vate and forward velocity are functionally related by the prior
selection of a path slope since path slope {s equal to the ratio of descent
rate to forward velocity. Thesa two constraints mean that thers is only one
degree of freadom for selecting among the three parameters of path speed,
forward velocity and descent rate.

3, Inicial position, The initial position of an observer in an
egomotion scene consumes one additional degree of freedom, Position is
fixed once one of the three position paramtery of path distance to the
touchdown point, ground distance to the touchdown point, or initial
altitude is assigned a value, This {s because path distance, on a
rectilinear path, is related to the ground distance and the altitude by the
Pythagorean theorem: Path distance is the square root of the sum of the
squaras of the ground distance and the altitude. Another conatraint comes
from the prior selection of path slope since path slope, in rectilinear
travel, is equal to the ratio of the altitude to the ground distance.

4, Initial acceleration, The acceleration aspect of travel also
permits one dagree of freedom for its determination in a manner entirely
analogous to tha cases of initial postion and initial speed, The three
parameters of path acceleration, forward acceleration, and downward
acceleration are determined once the value of one is chosen,

3: Ground texture size. Computer generated displays often use ground
texture that is regular or stochasticaly so. The determination of the

(average) texture unit size also consumes one degree of fresdom.

Summary of degrees of freedom. The 1l scene parameters just descibed
permit only five degrees of freedom for their selection.

Further restrictions, An experimenter is further constrained in that
the five degrees of freedom may not be distributed freely, This is because
certain combinatione of variables are mathematically related and that
relation cannot be broken, For axample, since path slope is the ratio of
descent rate to forward velocity, no experiment may orthogonally vary all
three factors. This can be very frustrating to the researchar who wishus to
determine the effects of these factors on flying performance, Another
exauple is provided by the problem of determining the relative effects of
the various variables that might affact the parception of change in
altitude: No ecologlcally valid set of egomotion displays may
simultaneously orthogonally combine the factors of descent rate scaled in

meters, in eysheights, in ground texture units, and the ratio of descent
rate to forward velocity, since theru ara only three degrees of freedom
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available for these variables. But the exparmenter's quandary is further
deepened because the honorable techniques of setting one factor to a
constant value or eliminating it are not applicable, All four factors must
coexist, and due to their functional dependencies, one will always vary
outside of the axperimenter's control,

"Primary'" and "secondary" independent variables, In an experiment, the
factors that an experimenter chooses to manipulate are generally refered to
48 IVs and are here further specified as "primary" IVs. The factors that
exist as a consequence of the mathematical relationships among the primary
IVs are also true IVs in spite of the fact that they are not nrthogonal to
the primary IVs end that they assume their values as a function of their
relationship with variables controllad directly by the experimenter. Thuas,
primary IVs correspond to the subset of scene parameters to which the
exparimenter has chosen to allouate the available degrees of freedom. The
secondary IVs then correspond to the scene parameters not manipulated by
the exparimentasr.

What is a primary IV in one experiment may become sscondary in another
experiment, For example, in one expesriment, an experimenter may
orthogonally cross descont rate and forward velocity as primary variasblaes,
Path slope is then determined by the ratio of descent rate to forward
velocity and is a legitimate experimental factor although the experimentaer
did not assign {ts values directly. In another experimant, the experimenter
might choose to orthogonally cros= ‘isecent rate with path slope, letting
torward velocity vary as neeeded. in this second experiment, path slope has
become a primary IV and forward veloclity a secondary 1V. No member of a
mathematically realated set of factors is inherently primary or secondary
despite the appearance of the equations specifying the relationship., Any
squation way be rewritten so that any variable appaars as a function of the
others,

It is important to note that the choice of primery and secondary 1Ve
refers only to activity by an experimonter and not to actlvity by a
parceivear or perceptual system, The experimanter's activity is to affact
the availabiliy of optical information by mauipulating directly the levels
and ranges of the primary scene parameters and indirsctly the levels of the
secondary scene parametars, The perceiver's or perceptual syutem's activity
is to plek up and utilize information from the optic array. A parceiver
also may act to bring an event and its information into being as in the
case of making a lending approach, But, which optical invariants are
functional optical invariants for a given perceptual system is determined,
in part, by the information extraction (not merely transducing)
characteristics of that system and not by what the sxparimenter does. The
lesson here is that the information that a perceiver uses may not always be
the intormation that an experimenter was primarily manipulating. Analysis
of the performance data as a function of the secondary IVs may raveal the
effectiveness of thase sources in contrast to the possibly less useful (or
unused) primary IVs. This poosibility has implications for the tenability
of the third assumption of the standard paradigm.

Critique of the Third Assumption

The ecological critique of the third assumption is simply that it ie
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not sufficient to just report that an interaction exists between two or
more variables, In & simple experiment in which all confounding effects are
eliminated and especially whan the the experimenter has no theoretical
expectation of a mathematical relationship between two variables, it may be
reasonable not to pursue an analysis beyond the determination of the
regression equation for the variables and their interaction, This is
because there is no reason to "create" a new variable to enter into the
ragresaion equation. But in the complex visual scenas of the type
encountered in aviation research, there do exist secondary IVs as a
consaquence of the mathematical relationships among the primary or main IVe
in a standard orthogonal design. The mathematical relationship often takes
the fcrm of a decidedly non=additive "interaction" of the primary factors
such as their product or ratio, Thus, it might be possible to specify the
exact form of how the factors interact, This is prefaerable to merely
concluding that "some" interaction exists,

Toward a New Mcthodolqu

The traditional experimental method, with ite insistence on
controlling and excluding confounding factors, is too powerful a research
tool to dismiss lightly, But the visual scenes used in aviation research do
seem to preclude tha total elimination of "confounding" factors, and we
have seen that scmetimes these so-called confounding factors are very much
of interest, We would very much like to orthogonally cross certain sets of
factors but unfortunately are logically prevented from doing so as in the
case of descsut rate, forward velocity, and path angle or in the case of
the four scaling variations of descent rate, viz,, descent rate scaled in
meters, altitude, and ground units per second plus the descent rats as a
fraction of forward velocity. Thus, experimental resecarch in aviation
psychology requires scme modification of standerd methodology. The
following 1ist is intended as a first attempt at grappling with the
problems posed by aviation research.

Recommendation 1

Since the visual system extracts information from light, it is
reasonable to include optical variables and not just environmental
variatles in the set of primary IVs. For example, glohal optical flow rate
can be included in the primary set in lieu of or crossed with path speed.

Recommendation 2

Since there is good theoretical reason to expect much, if not all,
optical information to take the form of optical invariants, especially
invariant ratios, it {s {mportant to include several levels of the optical
invariant in question and also to form each level of the invariant using
different combinations of absolute environmental values. The inclusion of
several levels of an optical invariant permits assessment of whether or not
the optical invariant is a functional optical invariant, Three levels
within a range optimized by preliminary experimentation will typically
reveal the form of the functional relationship. For an optical invariant to
be a functional optical invariant, perforumance must vary as the optical
invariant is set to different values. For exanmple, does ability to detect
the point on the ground toward which one is flying vary as the the angular
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separation betwesen the focus of expansion and the horizon, an optical
invariant under rectilinear egomotion, is sat to different values? The
forming of each lavel of the invariant from several combinations of
absolute environmental values is for the purpose of enabling the invariant
to exist independent of particular absolute levels of the component
variables., An invariant can exist over the change or transformation within
an event and also between avents whose absolute values differ, For example,
Table 1 shows that a path slope of ,10 is common to three different f£light
paths having, in arbitrary units, descent rate / forward velocity pairings
of 1/10, 2/20, and 4/40 respectively, If only one combination of absolute
values were used, it would not be poussible to attribute the results to the
ratio or to the absolute values,

Table |

Path slope as a function of
descent rate and forward velocity.
(arbitrary velocity units)

Descent Rate
12 4
Forward 10 .10 «20 .AO
Velocity 20 |.0% .10 .20
40 025 ,08 .10

Recommendation 3

Make all known secondary IVs explicit., Generally, experimenters report
only the primary IVs that they used in an experiment and these are
generally environmental rather than optical variables., But the secoadary
IVs are naverthelass present, Sometimes it is possible from the
expevimental report to determine some of the secondary IVs, but this is not
alvays possible and poses unnecessary problems for readers, More
frustrating is the all too common problem that, whether or not the
secondary IVs are reported, the results, such as means, for these variables
are impoesible to compute from results summarized over levels of a
variable, (A table of means for each cell in the design would solve this
problem.) Results for the secondary IVs might actually be more impressive
than those for the primary IVs and thus should be reportaed,

Recommendation &4

Recommendation &4 follows immediately from Recommendation 3: the
statistical analyses should be extended to include the secondary IVs, Since
the secondary IVs are generally non-orthogonal to the primary set, this
means that multiple regression and stepwise multiple regression would be
appropriate. Since multiple regression can ba cumbersome, it would be
useful to have a simple way to evaluate the secondary IVs taken one at a
time, The following techniques are presented only as working suggestions,
and since the statistical procedures need furthar evaluation, the results
obtained should also only be treated as suggestive.
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One technique to simply assess a sacondary IV is to ignore all other
variables and perform a one~way analysis of variance on the data. The
number of levals of the secondary IV will be determined by the number and
spacing of lavels of the primary IVs "interacting" to produce the secondary
IV, The nature of the combinations Ls such that the data for each leval of
the sacondary IV represent a pooling of the data from one or more of the
"primary" data cells produced by the orthogonal crossing of the primary
IVs. The number of primary data cells that are pooled into one level of the
secondary IV will, in general, not be equal, and hence the number of data
points per level of the secondary IV will also not be equal, For example,
assune Table ] represents the design of a simple experiment with descent
rate and forward velocity as primary IVs, In addition to a standard
analysis, the data may also be analyszed for the effects of path slope as a
secondary IV, Notlce that this particular spacing of the three levels esach
of the primary IVs yeilds five levels of path slope. In particular, a path
slope of .10 is formed by thres diffsrant crossings of the primary
variables wheresas a path slope of .40 results from only one crossing.
Assuming equal numbers of data points per primary cell, then there are
three times as many data points at the .10 level of path slope as there are
at the .40 level since the data for the .10 level come from the pooling of
three primary cells whereas the data for the ,40 level come from only one
primary cell,

Thers ars two reasons for arguing that a one-way analysis of variance
is appropriate for the assessment of a secondary IV, One reason is that
one~way ANOVA is well suited for and unambiguous with respect to the
unequal "p" problem that arises from the pooling of different numbers of
primary cells to yield the lavels of the secondary I1Ve, The problem of
unequal "n" within the context of complex ANOVA is, of coursa, notorious,
Another reason for suggesting the one~way ANOVA is that the ratio of the
betwesan=groups sum of squares to the total sum of squares is equal to the
coefficient of curvilinear determination ) and the coefficient of
multiple determination (R%), This ratio ind{cates the proportion of
variance accounted for by all the statistical information in the secondary
IV and thus {s an index of the total strength of the variable,

Howaver, extrama cautfon must be used in interprating :ho.gg producaed
by the above method. Its strength of using all Ehc statistical informaﬁion
in the secondary IV is also its weakness. The R° so obtained is that R°
obtainad by a regression line fitted perfectly through the means of the
secondary 1V, That regression equation is a power polynomial of degree
squal to the number of levels of the variable less one. The problem with
such a ragression line {s that it accounts for too much: every kink and
outlyer in the means is fitted, A "true" functional relationship, on the
other hand, generally {mplies a smooth trend line through the means.

The determination of a smooth trend line depends on the particular
data, Although mathematical curve fitting and trend analysis procedures are
left to other sources, wa emphasize that a visual inspection of the graph
of means is the bast first step, aud that the trend equation need not be a
power polynomial: Power or logarithmic functions are often more common and
interpretable with respect to psychological theory, Whatuver the trend
equation, the proportion of variance accounted for by that equation is
given by the ratio of the sum of squares due to trend to the total sum of

10
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squares (§8trend / §8total), This ratio, asasuming a judiciously chosen
tread lite, will give & more reasonable estimate of the prcportion of
variance accounted for by the true relationship between the performance
measure and the secondary iV, all other factors excluded.

In particular, if the means appeatr to have a logarithmic trend (which
implies that constant increments in performance correspond to constant
proportionate increases in the secondary IV), then the "honest" proportion
of variance accounted for by the secondary IV is directly provided by the
coefficient of linear determination (r) between the performance measure
and the logarithm of the secondary 1V,

Recommendation 5

Tn a two-factor baianced equal-"p'" orthogonal design, the between cell
sum of squares (SScell) is equal to the sum of the sums of squares for each
factor and their interaction: S§cell = §3a + 38b + §Sab. In this sense, the
85cell exhausts all the statistical information available in the primary
IVs. This statement is also true for designs involving more than two
factors with appropriats inclusion of all relevant main effacts and
interactions. The §Scell may be formed for all the Primary IVs or for just
a select subset. A subset of the primary IVs might be selected when, for
axample, an optical invariant can be formed using only some of the primary
IVe in an experiwent., The ratio SScell/SStotal is the total proportion of
vyriance {n the performance measura accounted for by all the statistical
information in the primary IVs and their interactions, We suggest that this
ratio can then serve as a reference or benchmark level against which the
strength of an, secondary 1V may be compared.

An index of how well a particular secondary IV (SIV) accounts for the
data as compared to the (relevant) primary IVs is given by:

(8ssiv/sStotal)/(88cell/gStotal) = (38siv/§Scall)

But, as was just argued (in Recommendation 4 and letting the one-~way ANOVA
Sghetween there equal the §8siv here), §Ssiv is too strong a measure and
can be artificially be made equal to S8cell by any artificial function that
reaults in as many levels of the SIV as there are primary cells, A more
"honest" procedure is to use the proportion of variance accountad for by a
smooth regression line through the means cf the SIV, viz,, §8trend/SStotal.
An Index uf how well the smoothed SIV function compares to the primary
variables i{s given by:

(§gtrend/33total) / (8Scell/gStotal) = (SStrend/SScell)

As a special case, if a logarithmic trend is manifest, the.;? for the log
of tha SIV may be used directly:

_r%/(ggcell/gstotal)

Notice that no SIV, however defined, can account for more variance than
that accounted for by the primary IVs from which it is formed. But the SIV
does rapresent a legitimate alternative interpretation of the data and may
account for more variance than any single primary IV or interaction.
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The above tachnique neaeds further study. For example, the proportion
) of variance accounted for by the SIV, either from the one-way ANOVA or the
i trend analysis, is obtained from a set of data with unequal "n"s for the
SIV levels, Whether or not this instance of unequal "n'' affecta the
analysis in any matarial way remains to be determined. Another area to be
N ' investigated is the use of §Scell for comparison purposes. In an unequal
L. o "R!' design, it is not generally true that the §§cell equals the sum of the
i\ sums of squares of the main effaects plus their interactions. What an

: experimenter should do in such a situation is not yet totally clear, Hence,

. the above procedures are offered as tentative auggestions, bhut nevertheless
o some method must be developed to enable assessment of the effects of the
B SIVs. The suggested procedurss do show promise, They gre aasy to use and to
interprat and there is reason to believe that if they are not precisely on
target, they are not far off. At the very least, they serve a heuristic
purpose in choosing primary IVs fSor subsequent experiments,

N Raw data vs, means., So far the discussion has assumed that the entire
. data set was being aualyzed, The variance not due to cells, (gStotal -
SScell)/(88total), includes the effects of 'pure error", individual
diffarences, practice, atc. It can be argued that it is unfair to expect a
theory to account for such variance when evaluating a model (Cohen & Cohen,
_ 1975, p. 249). A simple way to exclude practice and observer effects is to
X perform a regression analysis on only the means of the variables under

s study, For example, the ¢ between tha means of a performance measure and
P the log of the SIV indicates how well a logarithmic function fits the
P means, all practice and observer effects axcluded, Such an ; by iteelf,

can Le comparable, if not identical, with the ratio r?/(ggcells/gStotal)
defined earlier for the entire data set. The_r* obtained using only the
means will, of course, have many fewer degrees of freedom associated with
it than the r¢ for the entire raw data set and this may affect the
significance leval,

4 Conclusions

The main point of this paper is that the visual displays encountered
) in aviation psychology research unavoidably make available optical
3 information in addition to the information they are designed to present,
R Hence, axpariments designed to assess the utilization of different sources
of information in aviation are subject to alternate intarpretaion. The
i experimantar is then faced with the problem of determining which of several
! (partially) redundant sources of information is actually responsible for a
pilot's performance, These problems will become more evident and more
3 formidable when the exparimenter turns control of the environmental aund

optical variables over to the pilot in fully intaeractive flight situations,

[ simulated or actual,

Although no solution yet axists, some statistical procedures are
tentativaly proposed to determine the relative strength of each factor.
Whatever the fate of these particular proposals, some assessment procedure
must be found that is applicable to experimental research in aviation,
Paradoxically, the situation of the aviation experimenter is more akin to
that of the non-experimental field researcher and hencme, the multiple
regression techniques developed for many-factor non-experimental data may
prove useful,

12
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APPENDIX B

DETECTION OF DESCENT IN THE ABSENCE
OF OPTICAL FLOW ACCELERATION

Lawrence J. Hettinger} Rik Warren, and Dean H. Owen

In James Gibson's discussions of properties of the optical flow
pattern during aircraft landings (Gibson, 1958a, 1958b, Gibson, Olum
& Rosenblatt, 1955), he maintained that the ability to execute a proper
landing necessarily involved picking up two raelated types of visual
information: <1) the optical magnification of textural elements and
objects on the ground surface, and (2) the acceleration of the flow of
optical texture elemente in the optic array.

Approach to a solid surface is specifiled by e
centrifugal flow of the texture of the optic
array., Approach to an object is specified by a
magnification of the closed contour in the array
corresponding to tha edges of the object. A
uniform rate of approach is accompanied by an
accelarated rate of magnification (Gibson, 1958a,
p. 188).

In a previous study (Owen, Warren, & Mangold, in press) it was
observed that along with optical flow magnification (decrease in density)
and optical flow acceleration as sources of information for descent,
there existed at least a third source, optical splay. Optical splay
i3 defined as the perspectival angle formed by an environmental featura,
the "straight ahead" point on the horizon, and the vertical line below
that point (Warrem, 1980). As a pilot descends along a path slope, the
angle or splay between texture discontinuities increases.

In an ideal fixed-wing landing approach, one in which the pilot

approaches the surface of the ground by descending on a linear path
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slope at a fixed path speed, all three of these sources of information
(optical flow acceleration, decrease in density, and increase in optical
splay) are perfectly correlated with one another. Owen, Warren, and
Mangold (in preas) found that al; three optical variables shared the
same fractional rate of change across time in simulations of constant
descent rate. One way to assess the functional utility of these three
sources of optical information is to adopt an accretion/deletion para-
digm in which one or more sources of information are selectively added
to or removed from a scene (Owen & Warren, 1981). For example, in the
casa of optical splay, the use of only horizontal texture will effectively
remove any splay information. Systematic variations in performance which
correspond to the presence or absence of an optical variable should pro-
vida evidence of its functional utility,

It is clear, however, that it is not always possible to completely
remova one source of optical information in a scene without thareby
influencing the other variables with which it is correlated (Warven &
Owen, in press). This complicates the task of assessing the functional
utility of one particular source of information when performance is
simultaneously affected by othar variables whose characteristics may
also ba altered by removal of the variable of interest.

In the current atudy we chose to negate optical flow acceleration
for the purpose of assesoing an observer's sensitivity to descent based
on fewer sources of information, Warren (1980) derived equations to
specify global optical flow rate (GOFR) mathematically. 1In the case of
a linear path slope (Z/X = k), GOFR may be mathematically represented

as the ratio of speed along the path alope <g) to altitude (z). 1In the
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03 case of level flight at a constant forward velocity GOFR is a constant,
However, in the case of descent the increase in GOFR is specified by the

increasing value of the ratio §/z as altitude decreases. Therefore, in
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order to negate GOFR as information for descent it is necessary to make

1 4/z a constant ($/z = k). It was found by Warren (1980) that the neces-

sary constraints on path speed and altitude in the case of deceleration

x ! along the path slopa could be espressad in the fashion § = zk, that is,

deceleration along the path slope must be proportional to the loss in
i;; altitude in order to produce a constant GOFR. Jagacinski (psrsonal
?3 | communication) showed that one way to achieve a constant flow rate, is
49 to exponantially decrease path speed on a linear path slops.

Tha distinction between an ideal fixed-wing landing approach and

its concomitant flow rate, such as that described by Gibson (958a), and

ﬁ‘ the special type of "modified" approach wa are interested in investigat=

bl | ing is summarized in the following table:

Landing Approach Descent Rate FPath Spead Flow Rate
3 ! Fixed wing Constant Constant Accalerating
A Modified Exponentially Exponentially Constant
b decreasing decreasing

Although our interest in this area is primarily theorutical, the
‘}} ' condition of deceleration along the path slope is a typical landing
Ri . approach for rotary-wing aircraft (Armstrong, Hofmann, Sanders, Stone,

b . & Bowen, 1975) and is not an unusual approach for Vertical/Short Take-off

and Landing (V/STOL) aircraft (Hennessy, Sullivan, & Conles, 1980).

) ". .. Rotary-wing aircraft do not execute final approaches at fixed

velocities as do fixed-wing aircraft, but rather reduce airspead during ) é"
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this maneuver such that a near zero velocity is achieved at touchdown or
at hover" (Armstrong et al., 1975, p. 2).

In this study the following three independent variables were
orthogonally crossed: (1) Global optical flow rate was chosen in
order to investigate its effects when constant throughout a trial,
(2) Path slope was added to the design for the purpose of determining
whether constant flow rate effects are independent of path slopa. (3)
Global optical textura density was included to assess whethar the
density of optical discontinuties has any cffect on sensitivity to
loss in altitude. 1If only flow rate ia important, then varying texture
density uniformly should have no effect., If "edge rate" (the rate at
which edges of surface taexture elements cross the fiald of view) is
important, then varying texture density should have an effect. In either
case the results are likely to have implications for the designers of
£light simulation scenes. If varying texture density shows no effacts
on performance then designers may decide to invast lass of thair resources
in design considerationa of this type.

One advantage of tha current design over that of Owen, Warren, and
Mangold (in press) is that fractionul dcscent rate <3t/5t = k) bacomes
a constant rather than increasing so that its value is the same at trial
initiation and at reaction time. This variable therefore becomes a
within-event rather than a between-event invariant. In the latter casa
it 1is difficult to state with certainty what level of the variable ob-
servers ars sansitive to, while in the former the valuc of the variable

remains invariant throughout a particular trial.
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Method

Apparatus and scenes. A gpecial purpose computer developed to
generats real-time transformations in a video projector display was
used to produce lO-second sequences representing self motion over a
flat surface comprised of square textura blocks. The ground surface
simulated consisted of a rectilinear island 30.72 km long. Block
size was varied by assigning adjacent blocks the same color so that
there was no separating edge. Island width was a function of
texture block width, since the number of vertical edges was fixed at
20. Three textura block sizes wera used: 4.5 metexrs long by 4.5
meters wide, 18 meters loug by 18 meters wide, and 72 meters long by
72 meters wide. The corresponding island widths were 85.5, 342, and
1368 metaers respectively. Calibration of the ground surface simula-
tion was carried out by means of a praviously constructed template.

Texturs blocks ware filled in four colors: red, grean, light
blue, and dark blua. The colors were randomly assigned with the
constraint that a color could not be repeated in the length dimension
(beyond what was necessary to produce the appropriate texture lengths)
while a color could be repeated only once in the width dimension.
The non-textured area surrounding the island was black and the sky a
bluigh-gray.

The screen was 1.5 meters wide and 1,125 meters in height,
resulting in a fiuld of view 34,3 deg by 26.1 deg when viawed from

2.43 m. The horizon represented in the visual scene was positioned at
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1.956 meters from the floor, which approximates the height of the
observer's aye. Consequently, tha horizon was .5625 meters from

the top of the screen., Presentation of the experimental scene; was
under the control of a Digital Equipment Corporation PDP-11/34
computer. The observer sat in a Singer-Link Genaral Aviation Trainer-l
flight simulator with the motion base deactivated,

Design. It was determined from previous experimentation that a
multiplier of two for adjacent lavels of variables produced a satis-
factory range of error rates. However, in the case of path slope
this was not done in order to kesp the observer's task at an
appropriate level of difficulty (seea Table 1), The following values
for the primary independaent variables were chosen to approximate those
from pravious expsriments (Owen, Warren, Jensen, Mangold, & Hettinger,
1981). The subscript "o" indicates the initial valus of a variable
which changes over time; the subscript "t" indicates tha value of a
variable at time t. Eyeheight is denoted by h.

i. Initial altitude (2,): 72 m.

2. Global flow rate (étlzm -kt .25, .5, and 1 h/s.

3. Initial global texture density (z,/g): 1, 4, and 16 g/h.

4. Path slope (tan = ét/it = k): .02, .04, and .06.

The value of the following secondary independent variables were
determined as a direct function of the values of the primary |
independent variables (see Warrsn & Owen, in press),

1. Initial path speed (jo): 18, 36, and 72 m/u.

2. Ground texture size (g): 4.5, 18, and 72 m.

3. Initial path speed scaled in ground unitas (éo/g): .25, .5,

1, 2, 4, 8 and 16 g/s.
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4, Initial forward velocity (go = g cosa): 17.9677, 17.9456,

17.9964, 35,9354, 35,9712, 35,9928, 71.8707, 71.9425, and

i. -

71,9856 m/s.

!

o 5ar
¥

w

.

Initial descent rutn_(jo - i tana): .36, .72, 1,08, 1,44, o

2,16, 2,88, and 4.32 m/s.

[
- =

6. Fractionsl descent rate (2./z. = k): 0.05, 0.1, 0.15, 0.2,
003. 004| ‘nd 0l6 x/“.—l

il
= .

Table 1 illustrates the full ractorial combination of primary
and secondary variables., Equirment constraints required a high

starting altitude, so a single value was used. One altitude (z,) E‘

2 Ny e i e e —

value was crossed with three values of global flow rate (itlgt - k),

| i, initial global texture density (2z,/5), and path slope (ét[gt = k).

i The values of the six secondary independent variables are detarmined
L by the valuas of the four primary independent variables. Setting
"o i = 0 produced nine unique lavel scenes/events which were repeated é
x three times for a total of 27 lavel scenes per block of triala. The
i 27 descent and 27 level trials were combined to form ona block of 54

1. trials.

4. Procedurs. The experimenter said, "Ready," then initiated the
i trial by means of the computar terminal. The observer was instructad 4
to indicate whether the event displayed represented descent or level i3
‘_ movement over the surface by pressing one of two appropriately .
‘ designated buttons, either of which simultaneously atopped a mill-
| sacond timer and specified the observer's decision, The observer was
; unaware that time to respond was being recorded, but was encouraged to

respond during the l0-gecond scene duration. Following the button

1. prass, the observer rated his confidence in the choice by means of a .-
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three-point scale. "Three" represented very certain; '"two," fairly

certain; and "one,"

guessing. No feedback concerning performance
was provided during the testing.

The 54 trials were presegted in the same sequence for all
observers., Trials were randomly assigned in the sequence with the
constraint that no more than four level or four descent trials would
occur sequentially. Each sequence took approximately 18 minutes to
complete and each observer was given a 5 minute break between repeti-
tions of the sequence., Each scene was displayed for 10 seconds with
an avevage intartrial interval of 10 seconds. All testing was conducted
in a darkenad room.

Ohservers. Twenty-eight undergraduate students served as
observers as partial fulfillment of a course requiroment. All

observers were male and claimed no prior experience in flight simu-

lators, and all reported normal vision.

25 L
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Results

o\ The following summary scores were computed for each observer for
each of the 27 cells in the experimental design: proportion errors;

A mean reaction time for all trials (correct plus error) and also for

'? i: error-free trials only. Since proportion error scores and error=-free

reaction times come from entirely different trials, these two

dependent variables were chosen for detailed presentation,

In a previous study (Owen, Warren, Jensen, Mangold, & Hettinger,
g ‘ 1981) it was noted that in expariments of this type a sufficiently

L E large number of observations will generally provide statistical
significance in the conventional sense for most of the independent
“éﬂ ‘ variable effects. Therefore, in order to merit discussion in this

:Q- ' paper, an independent variable must account for at least 1.5% of the
variance in a dependent variahle.

! Primary optical variables. As Figures 1l and 2 show, proportion

v error aad correct reaction time decreased significantly with increasea
in global optical flow rate (it[gt = k). This variable accounted for
9.4% and 2,8% of the variance in the proportion error and correct
reaction time data, respectively, in both the one=way and fully crossed
analyses of variance,

As shown in Figure 1, the effect of optical flow rate is maximized
8- at the highast value of path slope, and vice versa. This significant
g . interaction between flow rate and path slope accounted for 1.8% of
the variance in the proportion error data. A steeper path slope

matched with a more rapid flow rate results in fewer errors. As
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Table 2
: One-Way Analysis of Variance Summary Tables

. for Correct Reaction Tine “
’ I Source DF ss R?% F p<F 'ﬁ
i 5 Fractional Descent Rata (X) h'
% | N £ /2 "k 6 1,787,533,982 22.9 55,35 .000). Ji

'f { ? Error 1115 6,001,623,456 - - -
L Total 1121 7,789,157,438 - " - |
i" E } Path Speed as a Fraction of Forward Velocity (%) J
l 8, /% "k 2 218,861,603 2,81 16,18 ,0001 ;'
A Error 1119 7,570,295,835 - - - )

-i‘j'” ({ Total 1121 7,789,157,438 - - -
} - Path Speed Scaled in Ground Units (g/asac) ’é
if: L 3 /g 6 469,114,393 6.0 11,91 .0001 5
el 1 Error 1115 7,320,043,045 - - - ;
i Total 1121 7,789,157,438 - - - ‘
< . ‘ Descent Rate Scaled in Ground Units (g/sec)
: .. i /g 14 616,199,403 7.9 6.79 .0001 .
1 Error 1107 7,172,958,053 - - -
." { Total 1121 7,789,157,438 - - - J'
b .;
L ;
N ,‘
| ,
|




e e e R AT s gt

L S le A R T

G T

s

B o T el

sora

e or v et

T et T

. T e P

B

FOr

Source

b /ek
Error

Total

3, /%."k
Error

Total

LI
Error

Total

: /g

=0

Error

Total

Table 3
One-Way Analysis of Variance Summary Tables
for Proportion Error
DF 8§ R2X r

Fractional Descent Rate (%)

6 73.726 25.5 85.74
1503 215.679 - -
1511 289,405 - -

Path Speed as a Fraction of Forward Velocity (X)

2 27,155 .4 78.12
1509 262,250 - -
1511 289,403 - -

Path Speed Scaled in Ground Units (g/sec)

6 24,580 8.5 23.28
1505 264,824 - -
1511 289,405 - -

Descent Rate Scaled in Ground Units (g/sec)

14 48.366 16.7 21.46
1497 241.039 - -
1511 289,405 - -

B-15

p<F

.0001

+0001

.0001

.0001

I -'...;.x.-,.,,i.!

j
!

T
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1 Table 4
. E' Analysis of Variance Summary Tables
for the Primary Independent Variables
E i Source DF 88 R2% ¥ p<F
% i' Proportion Errors
t b /& "k 2 27.155 7.4 96,87 0001
P /g 2 0.869 0.3 1,10 ,0453
) ) i /2% 2 43,000 16,9 153.39 ,0001
{ L B k%2 /g 4 0.274 0.1 0.49 7443 '
"‘. ] /%% 2z, 4 5.310 1.8 9.47 .0001
‘ 2 /g /2, 4 3.345 1.2 5.97 .0001 r
K
] b /k e /g, /2, 8 1,310 0.5 1,17 +3150
€
fi Pooled Error 1483 208,143 71,9 - -
: : 5 Total 1511 289,408 100.0 - - :
-; | Correct Reaction Time ?
'; i /k =k 2 218,861,603 2.8 20.46 .0001
1 } /% 2 26,259,582 0.3 2,45 .0864 '
A i /2% 2 1,528,608,507 19.6 142,87 .0001 }
i . _.
‘. | ' b ke /g 4 39,727,287 0.5 1.86 .1158 :
. 1 AR 4 46,879,251 0.6 2.19 .0680 {
4 o z /g8, /e, 4 1,697,300 0.2 0.08 .9887 !
1 \ ; L./k vz /ghh Iz, 8 69,157,917 0.8 1,62 .1158
L; ; l Pooled Error 1095 5,857,965,989 75.2 - -
/e Total 1121 7,789,157,438 100,0 - - !
: ! Note. All main effects and interactions are tested using a pvoled error term. E
i
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Figure 2 shows, this pattern is also prasant in the correct reaction
time data, although the interaction in this case accounts for just
.6% of the variance in the data.

Figures 3 and 4 show that tha third primary independent variable,
global optical density (g,/g), exhibited little systematic influence on
proportion ervror or corrsct reaction time performance. Optical density
accounted for just .3% of the variance in both tha proportion error and
corract reaction time data.

Secondazy optical variables. One-way analysas of variance indi-
cated that fractional descent rate (ét/!t = k) accounted for 25.5% and
22.9% of the variance in tha proportion error and correct reaction time
data, respectively. As Figures 5 and 6 show, both proportion arror and
correct reaction time decreased with increase in fractional descant
rate.

Descent rate scaled in ground units (&,/g) accounted for 16.7%
and 7.9% of the variance in the proportion error and correct reaction
time data, respectively. Proportion error and correct reaction time
decreased significantly with increases in the levels of this variable
(see Figure 7).

The ratio of path speed to forward velocity (s,/X, = k) accounted
for 9.4% and 2,8% of the variance in the proportion error and correct
reaction time data, respectivaely. This varisble is directly related
to path slope (énlic « k = tana), representing a mathematical transfor-
mation of the path slope parameters. Figure 8 shows a general tendancy

towards decrease in proportion errors and correct reaction times with

increases in the level of this variabla.
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Path speed scaled in ground units (s,/g) accounted for 8.5% and
6.0% of the variance in the proportion error and correct recaction time
data, respaectively. Figure 9 shows a general trend toward decrease in
both proportion error and correct reaction time scores with increases
in the value of path speed scaled in ground units,

Multiple regressinn analysas. 1n an orthogonal experimental
design, none of the primary independent variables corralata with one
another, by definition, However, because many of the primary and
sacondary optical variables correlate to a greater or lesser extent
with ona another in this axperimental design (and in actual £light), a
stepwise multiple regression analysis was conducted in order to
assass tha unique contribution of each optical variabla. These
snalyses indicated that fractional descent rate (éeﬁle = k)
accountad for cthe greatest varianca: 17.5% and 20.7% of the variance
in the proportion error and correct raaction time data, respectively,
Global flow rate (éoﬁg) accountad for an additional 4.7% of the
proportion error data and 2,0% of the correct reactio tims data.

No other variable achiaved tha 1.5X% criterion for discussion (ses
Tables 5 and 6),

Owen et al, (1981) found that converting tha values of optical
varinbles to a log scale produced functions which approximated thoae
from Fechnerian psychophysical acaling, that is, squal ratio incra-
ments in stimulation produce aqual interval increm.nts in performances.
For this reason, all optical var.bles in this etudy were convertad to
@ logjg scale and wers analyzed once again by stepwise multiple
regrecsion. Under this transformation loglo fractional descent rate

(ét/it = k) accounted for 23.6X of the variance in the proportion srror
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data. No other variable achieved the 1,.5% criterion. Logy o fractional
descent rata accounted for 20.7% of the variance in the correct
reaction time data, and logyo path slope (_i_t/it = k) accounted for an
additional 1.5% (see Tables 5! 8). Loglo !ttit accounts for more vari-

ance than jtlgt because the former represents a smooth curve through

the data (providing a better f£if), while the latter represents a linear

function,
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Table 5 :
%» Stepwise Multiple Regression Analyses Summary Table
fﬁr Proportion ZError .
I Global Optical Variables ?
Step  Source DF ss n2x F p<F f
A WIS 1 50,741 17.53 321,03 ,0001 %
Error 1510 238,664 - - - %
§ Total 1511 289, 405 - - - %
? 2 b /kk 2 52,505 18,14 167,22  ,0001 f
1 l Error 1509 236,900 - - - %
g Total 1511 289,405 - - - {
& | WA 3 65,979 22,80 148,46  .0001 |
? Error 1508 223,426 - - -
! Total 1511 289,408 - - -
& i 4 z.lg 4 66,266 22,90 111.88  ,0001
5 Error 1507 223,129 - - - |
1 :

Total 1511 289,405 - - - |
3

L«:ml0 of Global Optical Variables

1 Log b/p."k 1 68,280 23.60 466,26  ,000L
% Error 1510 221,125 - - - ;
| Total 1511 289,405 - - - i

; | 2 Log z,/g 2 68,851 23,79 235.%  ,0001
- Error 1509 220,554 - - - |
f - Total 1511 289,405 - - - !

: Note Yach successive atep contains the variables from the preceding step(s),

All variablas not included in the summary table failed to reach the .05

l significance level for inclusion in the model.
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Stepwise Multiple Regression Analyses Summary Table

Source
2./z. =k
Error
Total
it /.E.L -'l_t-
Error

Total

Srror
Total

[) ]

& /% "k
Error

Total

Log 2,/z, =k
Error
Total
Log 2,./%,"k
Error

Total

Each successive step contains the variables from the preceding step(s).

for Correct Only Reaction Time

Global Optical Varilables

DF ss R2%

1 1,611,785,447 20,69
1120 6,177,371,991 -
1121 7,789,157,438 -

2 1,765,905,430 22,67
1119 6,023,252,007 -
1121 7,789,157,438 -

3 1,781,836,541 22,88
1118 6,007,320,897 -
1121 7,789,157,438 -

4 1,784,726,672 22,91
1117 6,004,430,766 -
1121 7,789,157,672 -

Loglo Global Optical Variables

1 1,608,830,046 20.65
1120 6,180,327,391 -
1121 7,789,157,672 -

2 1,732,090,297 22.24
1119 6,057,067,141 -
1121 7,789,157,438 -

292,23

164,03

291.55

160.00

p<F
. 0001

»0001

All variables not included in the summary table failed to reach the ,05

significance level for inclusion in the model.
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Discussion

The rasults of this study, when compared with those of Owen,
Warren, and Mangold (in press) indicate that at comparable levels of
fractional descent rate (étlét = k) observers make fewer errors and
take longer to respond (compare Table 1 and Table 7)., Tha fact that
error rates were higher in the previous study appears to be counter-
intuitive in the sense that the removal of information (acceleration
of optical flow rate) should normally not facilitate the performance of
a task. On the other hand, the longer raaction times in the current
study may indicate that observers weare taking longer to search for
descant information and, as a result, were more accurate. Very low
lavels of fractional deascent rate led to very high error rates, The
implication of this for futurp studies is to vary fractional descent
rate within ranges where observer's performance is more accurate.

Optical flow acceleration (ét[it = k) accounted for the most vari-
ance of all the primary independent variables, and its effect was
largely independent of any other variable., The only exception to this
was a significant interaction with path slope (éxlit = k) in the
propostion ervor data. However, as the multiple regresalon analyses
indicate (see Tables 5, 6), optical flow rate did not account for as
much variance in the data as did fractional descent rate.

On the whole, detection of descent appears to be both faster and

more accurate the greater the optical flow rate. However, performance

was probably better at the higher values of flow rate because of the
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' Table 7
i Inventory of Display Events and Mean Performance '-{'T.
e from the Owen, Warren, and Mangold Experiment
;“ Variables® i »
) 1 2 3 4 5 6 7 8 9 10 N
Lo N a [ A -
Number X z 2, z z, x [zo] [20] RERR RT con
{p 1, 18 1.25 20 6.25  .900 .069 5,63 5 2,750 2,90 3
I 2, 18 1.25 40 3,13 .450 .069 1.41 20 3,902 2,20 :é
1 ; v 3., 10 1.25 B0  1.56  .225 .069 .35 25 5.248 2,00 13
k| I 4 18 2,50 20 12,50  .900 139 11,25 5 1.868 3.00 1
13 % y 5., 18 2,50 40 6,25  .450 .139 2,81 0 2,775 2,75 |8
'?h | L 6, 18 2,50 080 3,13  .225 139 .70 10 3.895 2.65 1
fi o 7. 18 5.00 20 25,00 .900 .278 22,50 5 1.876 2.95 b
E“ ; : 8, 18 5.00 40 12,50  .450 .278 5.63 5 1,954 2.90 ?;
. 9, 18 5.00 80  6.25  .225 278 1.41 5 2,389 2.90 5;
. 0. 36 1,25 20 6.25 1,800 035 11,25 10 3.298 2.75 £
R 11, 36 1.25 40 3,13 .90 .035 2.81 25 5.033 2.15 1
?;' 12, 36 1.25 80 1.56  .450 ,035 .70 25 5,113 2,05 %
SE | 13. 36 2,50 20 12,50 1.800 069 22.50 5 1.811 2.95 i
f | 14, 36 2.50 40  6.25  .900 069 5.63 15 3.268 2.75 1
=§ : 15, 36 2,50 80  3.13  .450 .069 1.4l 20 3,782 2.35 :
\E E | 16, 3% 5,00 20 25.00 1.800 .139 45.00 10 1,275 3.00
;& § { 17. 36 5.00 40 12,50  .900 .139 11.25 0 1.624 2,95 ]
. 18, 36 5.00 80  6.25  .450 .13 2,81 0 3,297 2.30 i
inn 19. 72 1.25 20 6,25 3.600 .017 22,50 3 3.581 2.55 '
. 20, 72 1.25 40 3,13 1.800 017 5.63 25 4.287 2.15 f
1. ﬁ
2 B
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Event

Number

21.
22,
23.
24,
23,
26,
27.

uVariabla

1
2

9
10

B~28
continued
Variables®
1 2 3 4 5 6 7 8 9 10
b R e R, =
% z z, z, R X z,/1%, XERR RTope GO
72 l.25 80 1.56 .900 ,017 1.41 45 4.772 2.05
72 2,50 20 12.50 3.600 .035 45.00 0 2.073 2.95
72 2,50 40 6.25 1.800 .035 11.25 10 3,675 2.40
72 2,50 80 3.13 .900  .035 2,81 10 4.015 2.35
72 5,00 20 25,00 3.600 .069 90.00 5 1.105 3.00
72 5,00 40 12,50 1,800 .06% 22,50 10 2,128 2.90
72 5,00 80 6,25 900 ,069 5,63 15 3.525 2,75
Description

% = Forward velocity.

¢ = Descent ratae.

z, " Initial altitude.

&/zo a Initial fractional rate of change in global optical

flow, deneity, and splay angle (in %/sec).

fc/z° = Initial optical flow rate (in the special case of level

flight).

z/% = Path slope (in %).

(i/zo)(i/zo) % Initial global optical flow acceleration.

%XERR = Percent error.

iTc+e = Mean reaction time (correct plus error).

con = Mean confidence rating.

(A dot over a aymbol indicates a de.lvative with respect to time. The sub-

script indicates the value of a variable at the initiation of an event (to).

All other values are const.unt throughout the event.)

i



[RUEESIIESP Y

i

A TR P T T

R B i g e

T L

B=29
fact that other sorts of optical information for descent, such as
optical splay and density, were changing more rapidly under thase
conditions,

Another interssting result of this study is the fact that a 3-fold
variation in initial optical texture density (2,/g) appeared to have
such a negligible effect. Denton (1980) found vhat exponentially
decreasing the distance betwean painted lines on a road surface had a
significant effect on driver's perception of egospeed, perhaps causing
them to perceive their forward spesd as increasing when their actual
speed was not. The fact that Denton did not include a control condi-
tion in his design (equal spacing of pointed lines) makes it diffi-
cult to argue that his results are conclusive. Buckland, Monroe, and
Mehrer (1977, 1979) found that varying textura density at the approach
end of a runway had a significant effect on reducing sink rate at
touchdown. However, it may be the case that in the pressnt study
ground texture density had little influence on performance because
impending contact with the ground surface was not a cartainty. In the
Danton and Buckland et al. studies the close proximity between the
observer and the ground surface made attending to the characteristica
of optical density more crucial, The fact that fractional descent
rate wvas so highly significantly indicatas that the initial denmity of
the ground surface is much less important than the relative rate of
change in density across time.

The fact that initial optical texture density had no significant
sffect on performance under the conditions of this experiment indi-

cates that edge rate information may be of little use in the detection

of descent., Given a large enough number of findings of this nature,

e sl
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designers of gimulator scenes would not have to overly concern
themselves with details of surface texture density. However, as
previously noted, density information way be more informative given
impending contact with the ground surface. Edge rate information may
alsoc bo of more use when the observer must judge his forward spoad
rathar than his attitudinal relation to the surface of the earth.

Tha results also point to the need to further investigate the
information for descent specified by fractional dascent rate. Although
not a primary independent variable in this study, this variable
accounted for more variance in performance than any other. This is
probably due to the fact thst fractional descent rate is specified
by the ralative vate of change in optical density and splay angls, By
using as a criterion demonstration of a functional optical invariant,
Owen et al, (1981) found that the relative rate of change in fractional
descent rate was apparently the crucial factor in observers' parfor-
manice. The greater the relative rate of change, the more accurats
performance tends to be, The advantage of the current design was in
producing within-event values of fractional descent rate which wera
invariant. We are therefore able to conclude with a greater degres of
confidence that changes in the level of the controlled variable have
the oLuerved effect on performances,

The possibility axists that fractionul descent rate is specified
by more sources of optical information than we have so far isolated.
The further deletion of optical information specifying fractional
descent rate may identify any other sorts of functional optical

information which may exist. Perhaps a4 more logical experimental

dasign would include fractional descent rate as a primary, rather than
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a secondary independent variable. The fact that descent was consistently
detected by the obsarvers despite constant optical flow rate indicates

that the critical visual information is indexed by other specifiers of

fractional descent rata.
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APPENDIX C
INDIVIDUAL DIFFERENCES IN SENSITIVITY TO GLOBAL OPTICAL FLOW
VARIABLES
Dean H. Owen Lawrence J, Hettinger

The Ohto State University

Var{ation among subjects and interactions of cubjects with the factors
of maJor interest often account for a major proportion of the total variance
in an experiment. Thesa sources of variation are typically considerad a
necassary evi) since they serve as "error" terms in an analysis of variance.
A researcher is often ecstatic when differences of theoretical and/or
practical interest reach some traditional level uf statistical signifi-
cance, aven though the variable accounts for only a small proportion of the
total variance.

In the greater scheme of understanding perception, behavior, and their
relationships, varifation in subjects cannot be treated in the same cate-
gory with error of measurement, It forms, rather, an important sat of
phenomena to be explained in their own right. More to the point, it is
the stuff of individual differences in skill and changes in skill: the
factors that result in one person being better than another at soma task
or one person improving faster and/or reaching a higher asymptotic lavel
of skill., It 1s the major focus of interest :hen individuals are to be
selected for training or for more difficult or responsible tasks. It
should ba a major consideration when dactsions are made to remove an indi-
vidual from a skilled position.

This paper raprasents an init{a) attempt to explore individual dif-

ferencas in sensitivity to global optical flow variables that we have
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fsolated in our studies of the perceytion of one's own motion. These
optical variables are presumed to be useful in guiding locomotiovn, and
later research will be concerned with individual differences in producing
optical variations and invariants rather than simply reacting to them.

Individual differances in detection of loss in speed. In an earlier

expariment (Owen, Warren, Jensen, Mangold, & Hettinger, 1981), we demon-
strated that in distinguishing deceleration from constant speed observars
are sensitive to visual information specifying fractional loss in speed.
Whan fractional loss 1s greater, error rates are lower and time taken to
detact deceleration is shorter. In addition, we discovered that fractional
Toss is a functional invariant, that is, when the ratio of deceleration (X)
to forward velocity (R) 1s a constant (regardless of the particular values
of R and &), performance is the same. We have tarmed this ratio (x/%)
global optical flow damping. Global optical flow deceleration (X/z, where
z = altitude or eyehaignt) did not show this relationship, leading us to
believe that flow deceleration plays a subordinate role, that is, being
more or less detectahle depending on the flow rate (%/z) on which it is
superposed ((X/z)/(%/z) = (X/&)).

The four subjects shown in Figure C-1 were selactad from the total of
42 subjects to reveal the broad range of individual differences in time to
correctly detect deceleration. Errors were not frequent enough to produce
orderly curves, but Table C-1 shows that individual error rates varied
from 5% to 41%. Table C-1 also reveals a division of subjects into two
groups: those who made errors (N=11) when flow damping had {ts highest
value (Y/ko = ,34) versus those who did not (N=31). These two groups
show no difference in mean error rates over the other damping levels, indi-

cating that about a quarter of the subjects were confused by the fact that
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oL Table C-1
. 5 . Proportion Errors
5 I for Individual Subjests at Each Level of Fractional Loss in Speed
v oK .
b . Initial Fractional Loss in Speed =
o - Sub ject
- Number _ 100 ‘a{/io (in X/sec)
13 ' 3.6 6,3  1l.1 19.4 .34 Mean ‘
R l }l 1 22 033 011 .06 o1l 016 -’;
f} ; 2 b .00 .00 .00 +Q0 08
i s 1 3 .56 .17 .00 .00 000 010 b
kv i f 4 .87 56 Q7 .00 .00 22 .l
A e 3 .78 1) W18 06 222 20 .
b 6 67 .28 07 .00 .00 +16
,Ei ! 7 122 017 304 |°° .00 u°7 "‘i
4 8 .18 b 13 «00 +00 '23 :
"N 9 .56 W17 .07 .00 .00 .12
A i 10 W22 +39 033 06 .00 X ;
'l-, J' ) 11 078 o“ 037 006 -00 .32
3 12 .78 22 04 .06 W1l W17 )
E) \ 13 78 ' 22 .04 .00 «00 W13 i -
4 ', i +36 39 30 .00 00 29 .
13 +36 .28 119 .00 .00 W19 y
‘l 16 033 .1-1 004 .00 .00 .07 “
f. 1 17 078 c61 |3° .06 000 u33 "l'
X 18 +89 +33 .00 . .00 Q0 37 4
“ 19 056 006 007 000 .00 .10
I 20 89 c“ W48 c°6 .00 037 K
ll ! 21 073 .00 .04 .00 oll oll o
i 22 NS '28 07 .00 .00 .14 p
E 23 56 A1 07 .06 .00 .12 !
24 .89 .22 11 00 .00 .19 [
23 1,00 61 W11 Q0 .00 .28 .
g\ 26 078 o67 004 .06 |33 030
; [ 27 078 .33 107 .00 -00 119
;{ 28 A1 .00 .07 .00 11 .08
| 29 .78 17 13 .00 00 A7 ]
) ' 30 N1 a7 07 .00 00 A2 :
x K} 33 06 04 Q0 00 .06 ;
. 32 67 A7 .00 .00 .00 W11
& ki) 89 61 18 .06 W11 W31
kL 34 /67 .22 .04 .06 .00 .18 ;-
b Lo K} 78 W72 «33 22 .00 Al '
1 I 36 78 l? .07 .00 .00 .13 )
. 37 '56 b 18 .06 11 .23
L) 38 67 .22 .00 .00 .33 .16 i
39 89 W11 .00 .00 .00 A2 3
g 40 .78 33 22 .00 00 .23
A I 41 k) W22 11 .00 .00 Y] i
-;I ' Y] 078 122 126 .00 011 023 3
(. Mean .64 .28 12 .02 b .18
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motion decelerated to a halt part way through the 10-sec trial.
Figure C-2 shows a scatter-plot of the 42 subjects by their means on

the two dependent variables. Although there 1s a suggestion of a speed/

T

accucacy tradeoff over subjects, in general, there is a great deal of

dispersion.

Individual differences in detection of loss In aititude. Two experi-

ments have been conducted to date, ore holding descent rate (2) constant
throughout a 10-sec trial (Owen, Warren, & Mangold, in press), the other A
holding fractional loss in altitude (2/z) constant (Hettinger, 1981). -i
When descent rate is constant, global optical ftow accelerates throughout
the event. Fractional loss in altitude also accelerctes with constant ]
descent rate, and the results indicated that this variable was a functional -;
fnvar1ant when subject: were asked to distinguish descent from level self 3
motion. Global optical flow acceleration ((8/z) (2/z), where § = path b
speed) was not a functional invariant and appears instead to have a sub- 3
ordinate role. Flow acceleration 1s more or less detectable depending on
the flow rate on which 1t is superposed, Under these conditions, fractional
increase in flow rate is identical to fractional loss in altitude. ((8/z) 3
(2/2)/(8/2) = (2/2)). :

Figure C-3 shows the mean time to correctly detect loss in altitude
as a function of fractional descent rate for three of the 20 subjects in {
the Owen et al, (in press) experiment with constant descent rates. The :
subjects were again chosen to il1lustrate the broad range of individual
differences.

Table C-2 shows the error rates for all 20 subjects, which range

from 0% to 44%. There are four subjects who were confused by the fact
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Table C=-2

Proportion Errors
for Individual Subjects at Each Level of Fractional Loss in Altitude

Initial Fractional Loss in Altitude =
Subject 100 i/z_ (in %/sec)

1.56 3.13 6,25 12.% 29 Mean

1 «33 17 .00 .00 .00 .07
2 .33 .33 W11 .00 33 19
3 «33 33 .00 .00 «33 .15
4 .00 117 loo .00 .oo 004
5 67 50 .33 .00 .00 .30
6 .33 .30 .00 .00 .00 W15
7 .00 .00 .00 .17 .00 04
8 .00 .00 .00 .00 00 .00
9 1.00 17 .00 .00 .00 .15
10 +33 .00 .11 00 .00 .07
11 .67 .33 .00 .00 .00 .15
12 .33 .00 11 .00 .00 .07
13 .00 .00 11 .00 .00 04
14 .00 .00 .00 .00 .00 +00
15 .33 17 .00 .00 .00 .07
16 .33 X .00 .00 .00 A1
17 .67 W17 bl 67 .33 JSb
18 00 .00 W11 .00 .00 04
19 .00 .00 00 .00 .00 .00
20 +687 +30 W11 00 .33 ' 26
Mean $32 .18 .07 .04 .07 .12
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c-9
that trials for the highest rate of fractional loss were cut short when
contact was made with the ground, Included in that group 1s Subject 17
who probably should have been excluded from the group analyses on the
basis of erratic performance, a side benefit of examining individual dif-
ferencas. |

Figure C-4 shows a scatterplot of the 20 subjects by their means on
the two dependent variables. Other than the fact that no subject has both
a long mean reaction time and a high mean error rate, there is little evi-
dence for a speed/accuracy tradeoff, Three subjects in fact made no errors
at all, and the deviation of Subject 17 is apparent,

When descent.rateand path speed along a 1inear path are reduced at a
rate which exactly holds flow rate constant, fractional loss in altitude
remains constant throughout the event. In this case, global optical flow
acceleration is eliminated as a source nf information for descent. Under
these conditions, a subject must use some other source of information for
descent, such as increasing global optical (perspectival) splay or decrease
global optical texture density (cf. Owen et al., in press).

Data from the Hettinger (1981) study are shown in Figures C-5 and 6
and in Table C-3. Because seven levels of fractional loss were used,
there are fewer observations per point, and the individual profiles are less
stable as a result. There is, however, a clear demonstration of individual
differences in Figure (-5, and mean error rates ranged from 6% to 46%.
Figure C-6 reveals a positive correlation between errors and reaction time,
which {is indicative simply of differences in skill, (This 1s the opposfte

of the negative correlation found for the decelecation-detection experiment.)
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Table C=3
Proportion Errors
for Individual Subjects at Each Level of Fractional Loss in Altitude

Subject Fractional Loas in Altitude = 100 £/z (in X/sec) ¥
Number .5 1 1.8 2 3 4 6 | Mean 3
1 47 17 .00 +08 .00 .00 .00 07 y
2 .83 92 " ,33 25 '.00 .00 .00 39 . 4
3 W17 .67 .33 17 .00 .00 .00 ' 26 %
4 .50 o715 17 W17 +Q0 W17 .00 20 Ny

S 1.00 +83 50 «00 .00 .00 .00 .38
é .50 17 .00 +00 00 +00 .00 09 3
7 1.00 N'Y] .00 W17 W17 .00 .00 +30 r
8 50 .78 .87 b2 .00 .00 00 +39 %
9 W17 W17 .00 +00 .00 .00 .00 .06 . N
10 +30 2 W17 W17 .00 .00 .00 .20 o
11 .83 58 A7 + 28 +00 00 .00 .30 i
12 067 -58 017 -08 .00 .00 .00 024 ' %
13 83 .50 .00 .17 .00 .17 .00 .26 1
14 83 .50 .50 A7 .17 .00 .00 .31 i
15 1.00 67 67 +33 -1 .00 .00 bé C
16 067 .50 067 .42 -33 017 017 043 ;
17 .83 58 .33 138 17 W17 .00 %) ot
18 1.00 33 .00 «28 .00 .00 .00 20 i
19 67 30 17 .08 .00 17 00 24 A
20 .33 23 .00 17 .00 .00 .00 .13 4
21 1.00 .58 17 .00 .00 .00 00 26 g

22 S50 . .33 67 .08 W17 .00 .00 24

23 .83 +30 .00 23 .00 .00 .00 28

24 67 .83 .33 W17 .00 «00 .00 .33
25 067 133 033 -00 .C'.‘ .00 .00 019 -I‘
26 |67 050 033 '17 .00 000 .00 a26 bl
27 ,83 .50 .00 .08 A7 .00 .00 .24 ]
28 A7 .00 .00 17 .00 .00 00 +06 }
Nl
Mean 65 Y] 24 Y 06 .03 .01 .26 j
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3 % L Conclusions and implications. Thare is no question that individual
§ ? v differences in the three experiments are related to fractional rates of

change, Whether these differences extend to interactions of subjects

e R S
[ L
iy H

s - .2

by fractional rates cannot be answered without considerably more repl{ca-
tions to stabilize each individual's data.

e
£ - -

When the relation betwean error rates and mean reaction times is

o AR T 5

considered over all three experiments, a suggestion of a pattern emerges,
Since these points represent a sufficient number of observations to be

I considered stable, an attempt at interpretation is in order. In the first

s o e

S e [T
ot T P S g ] G o = W S R e =TT
Bz g

. two experiments with constant rates of loss in speed or altitude, some
K. j; events changad very rapidly and came to a halt long bafore the end of the
Q ; %‘ 10=second trial duration. This may have induced time stress, resulting
i % ,. in a speed/accuracy tradeoff, The correlation over subjects between

L reaction time and error rate supported this intarpretation. In the Owen

iy

E | \ et al, (1981) deceleration-detection experiment, r = =,34 (p < ,05), and
in the Owen et al. (in press) descent-detection experiment, r = -,10,
i These correlations correspond to the scatterplots in Figures C-2 and

i | C-4, respectively.

? : { In the Hettinger (1981) experiment, simultaneous reduction in all
rates of change (2, X, §) allowad the events to continue throughout the

4 E 10-second period. With no time stress, relative levels of skill are
fndexed by both dependent variables. The correlation between reaction
time and error rate (r = .23) was appropriately positive (see Figure C-6).

There 1s, of course, a great deal of dispersion in every case, suggesting

AT 4 R s i

that different subjects' results require different explanations. The

[

average within-subject correlations between the two dependent variables
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C-15

for the three expeviments were .27, .20, .11 respectively, showing that
difficulty of detection is generally indexed by the two variables.

Denton (1976) isolated one explanation of interactions of subjects
with optical variables. He selected two groups of 12 subjects each on
the basis of whether they experienced a large versus almost no visual
motion after-effect following prior exposure to a visual field of recti-
1inear motion. Given the task of holding a road scene constant at some
speed, e.g., 70 mph, the high motion after-effect group showed the effect
of adaptation to optical flow by increasing their spead. Thr low motion
after-effect group showed no increase in speed for 11 of 12 observers,

Denton's rasults suggest that some observers adapt to optical flow,
but others do not. Because pilots can compensate for adaptation to
optical flow by increasing speed or decreasing altitude (cf. Owen &
Warien, Appendix E), the implications for selection of pilots to engage
in low-altitude f11ght are obvious. We will be giving this {ssue special
attention in future experiments, as well as examining individual differ-

ences in a1l future studies (cf. Warren, Owen, & Hettinger, Appendix D).
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T APPENDIX D
| SEPARATION OF THE CONTRIBUTIONS OF OPTICAL FLOW RATE AND EDGE RATE .
i ON THE PERCEPTION OF EGOSPEED ACCELERATION |
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Rik Warren, Dean H. 0wen.'und Lawrence J. Hertinger
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3 Conslder two situations which result In illusory impressions of an increase in
N the speed of one's own motion (egomotionh (1) Travellers In a fixed wing alrcraft
') ) 3 during & Janding approach may experience a marked Impression of increasing speed.
"y a & Yet, the aircrait's path speed and ground speed are essentially constant. (2)
i Driver's exiting high=speed roads using exit roads with stripes painted across them

(? : l ' with exponentially dacreasing spacing slowed down to 22,6% below the mean speed

v et ey -

{ : of those exiting over unstripped roads. This reduction in speed resulted In a two-

; thirds reduction In traffic accidents at the exits (Denton, 1980), The greater

-
g

§ | ! slowing was due, Denton argued, to drivers compensating for an lllusion of
| acceleration induced by traveling at constant speed over the progressively closer
¥ spaced stripes,

- | This study Is concerned with the question of what glves rise to the perception ’
' 1 . of acceleration of egospeed. An ecological optics analysis of the optical bases for
( the perception of egospeed and acceleration ls presented. Two optical concommit-
A ants of egospeed, optical flow rate und edge rate, are defined and ldentified.
: ,: ; ; Under the conditions of constant altitude and equispaced edges, flow rate and edge
| rate are linked. Since both are optically avallable to a visual system, It ls thus not

possible to determine which, If either, Ils the effective optical basis for the

"' [ perception of egospeed. After a discussion of the two rates, two experiments are
reported which break the normal linkage and permit an assessment of their

l separate effects.
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Optical Bases for the Perception of Egospeed

Global optical flow rate. Warren (1982) has argued that the egomotion

optical array flow pattern arising from travel over an endless plain has a
characteristic global flow rate. Global oétical flow rate (3/ | z|) is defined as the
observer's speed scaled In eyeheights per second, and thus varies with actual
egospeed and altitude, but is Invariant with respect to the particular texture
pattern on the flat surface. Here we are concerned only with the case of level
travel and for this special case, the global flow rate differs from actual egospeed
only by a scale factor. All further analyses assume level travel, )

One optical concommitant of egospeed acceleration Is an acceleration of the
optical flow rate itself, which Is equal to the rate of change of global optical tlow:
d(8/|z|)/dt a2 's/|z}. Although this particular optical basis is mathematically
sufficient to specify eogspeed acceleration, it is probably not psychologically
effective. Owen, Warren, Jensen, Mangold, and Hettinger (1981) have argued that
it is the relatlve rather than the absolute optic array properties that are
psychologically effective. Hence, it is the fractional rate of change of an optical
variable that serves as the functional invariant for percepetion. The fractional or
relative global flow acceleration here is:

$/8a@/|z])/ G/ 1z

Edge rate. An egomotion flow pattern must also have & characteristic edge
rate, since optical discontinuities (inhomogeneities) are necessary to define the
tlow. Environmentally, edge rate Is defined as the number of reference ground
texture edges traversed per second. Optically, edge rate is defined as the number
of optical margins (corresponding to the ground edges) per second flowing past the

optical locus corresponding to the "directly below." That edge rate Is also

available at other optical loci, such as a smudge mark on a windscreen, is left to
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D-3

Intuition. A more formal discussion wouid be too lengthy and Is not necessary here.

However, two additional points must be made: First, edge rate depends critically

on the cholce of a reference ground texture element. The choice is arbitrary and is

justified by perceptual utility: Cornﬁeld;'. per second may be useful to a jet pilot,

furrows per second to a bird. Second, although texture elements are discrete units,
the variable "number of edges" is considered continuous for ease of analysis.

Edge rate thus provides hﬂormation for the observer's forward speed scaled

in reference ground texture elements per second. It is Invariant with change in

altitude, but does vary with any change in the size of the ground testure elements.

Linkage of flow rate and edge rate. It follows from the above analysis that

flow rate and edge rate each differ from ground speed only by a scale factor and
hence are linked to each other under the condition of constant altitude coupled
with a regularly spaced terrain: if ground speed Is constant, both flow rate and
edge rate are constant. This is illustrated In Figure D-1-a. The solid line
represents the terrain and the tic marks represent equispaced edges. The dotted
line represents the observer's path and the tic marks here represent the observer's
position at various times, t. Note that speed s constant since the time tics are
equidistant and the edge rate Is one edge per second.

It ground speed accelerates, then both flow rate and edge rate accelerate.
This is 1)lustrated in Figure D-1-b for the case of exponentially increasing speed,
but the logic Is the same for any type of acceleration. The solld llne again
represents the ground and the accelerating speed is represented by the progressive-
ly greater spacing of observer position tics. Notice that one edge has been
traversed In the first time interval, whereas several edges are traversed in the last

time interval. Hence the number of edges traversed per second Is accelerating.
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Two Conflicting Perceptual Hypotheses

That two different sources of information are available in an optic array does
not necessarily mean that they are physiologically/perceptually effective. Both,
either, or neither may be effective, aﬁd if both are effective thelr relative
effectiveness need not be equal. In order to assess the separate perceptual effects
of flow rate and edge rate, it is necessary to break the normal linkage between
them. One way is by varying altitude while keeping ground speed constant. This
would keep edge rate constant while flow rate varied and in fact describes the
optical conditions of a typlical fixed-wing landing approach. The phenomenal
acceleration that can be experienced during a constant-speed landing approach
supports the hypothesis that flow rate more strongly influences perceived egospeed
than edge rate (Warren, 1982). But Denton's research suggests the edge rate can
dominate ﬂov; rate since his procedure results in displays with constant flow rate,
but accelerating edge rate.

In order to test these conflicting hypotheses, we chose to break the normal
linkage in such a way that either rate could be held constant while the other
accelerated. Moreover, we wanted a method that did not entall a change of
altitude. Constant altitude travel can be of any duration and speed without
Introducing possible complications due to the co-perception of Impending or
imminent landing or co-perception of change of altitude as such.

Breaking the linkage keeping altitude constant. Figure D-1-c iliustrates a

procedure for producing a constant edge rate although ground speed and flow rate
accelerate. Simply structure the environment (in the forward dimension) so that an
equal number of edges are traversed during each equal time interval no matter
what the absolute distance covered during a particular time Interval. Figure D-l-c

illustrates an environmental edge spacing such that the cbserver crosses exactly
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D-6
one edge every unit time, although the absolute speed is ever accelerating. Recall
that flow rate depends only on speed and altitude and is independent of the
distribution of ground texture elements.

Figure D~l-d illustrates a procedure ior producing an accelerating edge rate,
although ground speed and flow rate are constant. Simply structure the environ-
ment (Iin the forward dimenslon) so that progressively more edges are crossed each
successive equal time interval. The aboslute distance covered each equal time
interval is to be constant since speed s to be constant. Figure D-1-d illustrates an
exponentlally decreasing edge spacing such that the observer crosses progressively
more edges every unit time interval, although speed is held constant.

Basic design strategy. The basic experimental design Is a 2x2 orthogonal
crossing of flow rate and edge rate where either may be constant or exponentially
increasing. The desired combination is achieved by manipulating the ground speed
and forward spacing of edge lines.

Basic task. The basic task for observers was to view simulated egomotion
displays from each of the four basic types and to indicate whether the simulated
egomotion was constant or accelerating,

Although similar, our method and Denton's diifer In the very important
respect that our observers were passive viewers and necessarily viewed displays of
constant flow rate. His drivers could control their speed and hence, as they
slowed, the flow rate slowed also. Denton's experiments were designed to
demonstrate an influence of pattern on perceived egospeed and that they did do.
However, his design and controls do not permit an assessment of the reasons for
the effect. For Instance, his only control condition involved an unstriped road.
Since no equispaced striped pattern was used, it Is not possible to determine if his

effects were due to the exponentially decreasing spacing of stripes or just the mere
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existence of stripes. Our experiments were specifically designed to enable a test
of flow rate versus edge rate hypotheses to explain the perceptual effects, which
necessarily entails provisions for all logically necessary comparisons and controls
within the restriction of level egomotlon. ' o —e—

Opposing predictions. The hypothesis that optical flow rate determines
percelved acceleration and the hypothesls that optical edge rate does so both make
the same predictions In the cases in which flow rate and edge rate are both
constant or both accelerating. It ls in the cases where only one rate is accelerating
that they make opposite predictions. All predictions are presented in Table D-1,

Convention. The remaining analysis is in terms of ground speed only, because
during level flight with zero wind velocity, path speed equals ground speed (3 = X ),
and hence flow rate (In general, § / |z], or for the level case, %/ |z| )here differs
from ground speed only by a constant scaling factor (namely, 1 / |z] )

Table D=l
Predicting Percent Judgments of Accelaeration by
the Hypotheses that Parceived Acceleration is
Based on Optical Flow Rate Versus Optical Edgs Rate

Flow Rate Hypothesis:

Flow Rate
Constant Accelerating
Edge Constant 0 100
Rate Accelarating 0 100
Edge Rate Hypothesis!
Flow Rate

Constant  Accelerating

Edge Constant 0 0
Rate Accelerating 100 100
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EXPERIMENT 1

The predictions in Table D-1 are for an observer who operates perfectly at all
non-zero "signal strengths" and makes no false alarms. The purpose of Experiment
| was to allow for a more realistic posslblé variation in perceived acceleration as a
function of degree of acceleration.

Method
Observers

Observers were 25 undergraduates, 13 males and 12 females, with no previous
flight experience,
Apparatus

The simulated flight scenes were generated and displayed using the Ohio
State University Aviation Psychology Laboratory's simulation facilities.

Scenes

General static view. All scenes depicted a flat rectilinearly textured plain,
The view was that from an altitude of 72m through a window 34.2 deg wide by 26
deg high with the horizon in the middle. The rectangles were oriented so that their
bases were shown parallel to the horizon. All rectangles had bases 72m wide with
their edges aligned as in & checkerboard. Hence all lateral edges were equispaced
and since altitude was constant, the lateral edges of the rectangies did not change
their perspectival slope or splay with respect to the horizon during forward
egomotion. The forward dimension of the ‘ectangles depended on the particular
experimental condition, Detalls are given in Table D-2,

General dynamic view. All scenes lasted 10 sec and simulated constant-
altitude, rectilinear, forward egomotion. Hence the alm point and the focus of

expansion were on the horizon in the middle of the "window." The particular tlow

rates and edge rates depended on the particular scene and are given in Table D-2.
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T Table D=2 K

Sj Equations Prescribing the Ground Speed (

*t ), Edge Rate (ﬁt), and

Initial Edge Positioning (xE) for Each of tha Four Scene Classes 5
Class Ground Spead Edge Rate Edge Poaition
¥ :

: 1 k k (1% 1/ B )E

.. 2 K
t
3 |:‘c°|r*

» t
|xo|r* 0

(liol/los ry) log [SE (log ré)/ﬁo) + 1] :

E/E ‘
(l:'co|/ log rp) (r.'" - 1) :
(% 1/ EE :

= Lz
o
3]
tejerr

i

&

(= B2
23
triert

Notas:
| The k's are any arbitrary constants.

E = adge number 0, 1, 2, 3,...
A The r's ars constants of proportionality.

! All logarithms are base e.

Scene classes and parameters. The 2x2 orthogonal crossing of flow rate and

edge rate defines four classes of scenes. Table D-2 presentx the general defining

~ equations for the ground speed and edge rate (f;) changes In each class. In addition,

the equation prescribing the positioning of forward texture edges s also presented.

‘. The derivation of these equations will be presented in Warren (in prep.) but their

E’ explanation ls as follows: Edges are numbered according to the state of affairs at

% time zero or the onset of a scene. All scenes assume the observer is directly
1_ positioned over an edge (E = 0) at time zero. All other edges (E = edge number !
1,2,3,...) are In front of the observer at time zero at forward distances symbolized «

by Xp. Although actual edges are numbered by Integers, equations involving E

i' assume that E Is a continuous variable. The values of the flow and edge rates at
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time t are symbolized by gt and _é;_t. Lastly, the constant of proportionality in an

= e P

exponential equation Is symbolized by r% or rg.

w wf‘

Specific scene parameters. Classes 2, 3, and 4 each contaln 27 unique scenes
formed by a factorial combination of 3 levels of initial ground speed ( Xo = 72, 108,
162 m/s) 3 levels of initial edge rate gg'_o = .4, 6, and .9 edges/second): and 3
levels of the constant of proportionality (rx and/or £g = 1,03, 1,043, and 1.067; for
each scene of Class 4, ry = Eé)' Class 1 contains 27 scenes comprising three
replications of the nine unique scenes formed by a factorial combination of the
three levels of ground speed and three levels of edge rate glven above. Thus a
scene block consisted of a total of 108 scenes of which 90 were unique. In any
}f particular scene, the flow rate and the edge rate increased by 3.0, 4.5, or 6.73% of

the value one second earlier.

Procedure

*§ 1 The experiment was an entirely within-observer design. Two randomizations
"",‘i of the 103-scene block were prepared with the constraint that no more than four
: | L consecutive scenes were of the same class., Each observer was indlvidually tested

and recelved both blocks. Half of the observers received one ordering of the
blocks, the other half received the other order. Thus, there were 216 trials per
13 ' observer. Presentation and data collection were computer automated at a rate of
3 - three scenes/min which allowed tor 10 sec of data recording and rest between each
A 10-sec scene. At this rate, total testing time for the three blocks was 72 min per
k: observer. In addition, each observer received eight practice trials, two
representing each scene class but with parameter values differing from the
experimental scenes.

An Individual trial consisted of a ready signal followed by a 10-sec viewing of

a scene, Observers were Instructed to indicate by pressing a button
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whether the scene represented constant speed or not and to give a confidence
rating of "very", "moderately", or "slightly" confident. Observers were instructed
to respond anytime they were ready, but if they had not responded by the time the
10-sec scene was over, they were asked for a judgment. Reaction time from scene
onset to the button press was recorded surreptitiously.

Summary of "expanded" design

The expanded design Is an entirely within-observer design with six fully
crossed independent factors: 25 observers by 2 blocks (of 108 trials/block) by 2
flow acceleration states (constant, acceleration) by 2 edge rate acceleration states
(constant, accelerating) by 3 initial flow rates (1, 1.5, or 2.25 eyeheights/sec
corresponding to speeds of 72, 108, or 162 m/sec) by 3 Initial edge rates (.4, .6, or
9 edges/sec) by 3 rates of acceleration (3, 4.5, or 6.75% if some acceleration eise
3 replications, if acceleration is zero).

The last "R-factor" can also be interpreted as relative or fractional rate of
change In classes 2, 3 and 4 instead of rate of acceleration. Fractional or relative
rate of change of speed is the ratio of acceleration to speed:

Xy/xt = (Xo ¢t log r)/(Xg rt) = log ¢
This equation follows from Table 2 and by assuming X and x are both positive,
The fractional edge rate is found similarly. The fractional rates used here are thus
log 1.03, log 1.045, and log 1.0675 (all base ) or 2.96%, 4.40%, and 6.53%. the
remalining discussion refers to the rates or degree of acceleration as 3%, 4.5%, and
6.75%.
Results and Discussion

The results for the judgments of acceleration versus constant speed are

presented first, These judgments are deemed correct of Incorrect depending on
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l their agreement with ground speed. The results for confidence rating data are
presented next. The confidence rating data are similar to the judgment data, but

l have a "finer graln" since six categories of response are possible. The reaction

l time results are not presented due to thelr Incompleteness, noisiness, and

redundancy with the other results.

Judgments of Acceleration

l The mean percent judgments of acceleration for the basic 2 x 2 crossing of

] flow acceleration versus edge rate acceleration are presented In Table D-3. Both
‘ maln effects are significant at beyond the p = .00000+ level due to the power
g i inherent in the design. Edge rate acceleration accounts for twice as much of the
) total varlance as flow acceleration (7.60% versus 3,75%) and ls the single most
.:L" ‘ potent factor in the study, Including observers and observer Interactions. See

f:" 'Table D-4 for an ANOVA summary.

k| . Tabla D=3

; Parcent Judgments of Acceleration in Experimant 1
3 as a Function of Flow Rate Constant or Accelerating
W Versus Edge Rate Constant or Accelerating

‘ ' Flow Rate

E | : Constant Accelarating

¥ |

i . Edge Constant 21.1 38,3 29.7

’ Rate Accelerating 46,4 67,5 57.0
‘ﬁ? ' 33.8 52,7

Notet N = 1350 per cell

VOISt nam ave e e ned kbs b e thei oAb e e w10 i B0 5 it £ i bbb i it e e



haak ot o AN L

- wETET e T e

D-13
Table D-4

ANOVA Summary Table for Judgments
of Acceleration in Experiment 1

Source 8§ . df F p % Var
Observars 93.5 24 7.05
Blocks 8.0 1 18.5 .00003 .60
Flow Accel. (XA) 49,7 1 78,46 +00000 3.75
Edge Accel. (EA) 100.9 1 129.48 .00000 7.60
Initial Flow Rate (XV) 95.7 2 82,55 00000 7.22
Initial Edge Rate (EV) 28.3 2 58.58 .00000 2.14
R=Factor/(R) 26.1 2 83.04 . 00000 1.97
EA by R 14.3 2 43,39 .00000 1.08
Total 1,326. 5399 100,

Notea: There are 127 possible sources of variance for this design.
Twenty-ssven of the sources not listed here each accounted for betwean
1.0 and 2.6% of the total variance and all involved observer intevactions,

As expected, judgments of acceleration are greatest (67.6%) when both flow
rate and edge rate accelerate. The finding that the edge-only acceleration elicits
a greater percentage of acceleration judgments (46.4% to 38.3%) than flow only
acceleration supports the hypothesis that perceived acceleration is governed by
edge rate acceleration. But the 38.3% judgments of acceleration produced by tlow
only acceleration Indicates that flow acceleration is not entirely ineffectual,

especially since this result s considerably above the 21.1% pure false alarm rate

(judgments of acceleration when no acceleration is present). The term
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"pure false alarm rate" is used to underscore that judgments of acceleration in the
edge-only acceleration condition are also a type of false alarm since egospeed is
constant. The pure false alarm rate and the 32,4% miss rate (100 - 67,6%) when
both sources of information were prese.nt attests to the difficulty of the task.
Difficulty may be due to the viewing time permitted (10 sec), to the particular
acceleration rates used, or to the initial rates used.

Overall, the mean percent judgments of accgleration for the 0, 3, 4.3 and
6.75% acceleration rates were 21.l1, 40.5, 48.0 and 63.9% (N = 1,350 per mean).
Although Table D-4 indicates the main effect of the R-factor to be significant at
the p = .0C000+ level and to account for about 2% of the total variance, thcse
values are actually underestime‘xtes of the effect of acceleration rate. The R-
factor in the ANOVA has only three levels which correspond to the 3, 4.5, and
6.75% acceleration rates if at least one of edge rate or flow rate is accelerating.
If bowh edge and flow rate are constant, then this factor is to be interpreted as
three replications. The three R-factor means (N = 1800) used to determine the R-
factor sum of squares are less variable (and smaller) than the 3, 4.5 and 6.75%
means (N = 1350) since the relatively homogeneous data of the three 0%
replications are incorporated in them. The complication does not affect the sums
of squares, significances, or interpretation of ANOVA sources not involving the R-
factor. The effect on sources and interactions Involving the R-factor is to
overestimate error terms and underestimate the impact of the R-factor when
interpreted as rate of acceleration. The conservativeness of the ANOVA may be
overcome in graphs or tables which distinguish between zero and non-zero

acceleration rates.
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Figure 2. Percent judgments of egospeed acceleration as a function
of acceleration rate and type of acceleration information in Experiment
1 (N = 1350 for the no-acceleration point, N = 450 all other points,
data from 25 observers).
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The mean percent judgments of acceleration as a function of the degree of
acceleration for each of the acceleration information conditions are presented in
Figure D-2. For each condition, the percentage of judgments of acceleration
Increases the higher the rate of acceleratio'n. For a particular acceleration degree,
the greatest percentage of acceleration judgments results from the conditions in
which both flow rate and edge rate accelerate. The least percentage is always for
the flow acceleration only condition and the intermediate percentage Is always for
the edge rate acceleration only condition. The judgments for flow only accelera-
tion are always above the false alarm rate. The false alarm rate of 21.1% and the
fact that the highest hit rate (for the case of both rates accelerating by 6.75%) was
only 85.6% suggest that the growth rates were relatively low, at least in the
context of a 10-sec exposure. None of the curves appears to be near an asymptote.
Table D-4 indicates that Initial edge rate significantly accounts for 2.14% of
the variance and initial flow rate accounts for 7.22% of the varlance. It Iy not
clear why these factors should be so potent. One speculation Is that faster displays
are more vivid and that some observers may confuse speed and vividness with
acceleration. Another speculation is that all displays do technically accelerate in
the sense that at time zero the speed "accelerates" from zero (a blank screen) to a
greater value and this is more blatant the faster the initial flow or edge rate.
Future experiments will check this possibility by showing a lead-in of constant
speed travel for a short period before acceleration begins. In fact, Denton used a
similar procedure.
Due to the inherent power and large N of the study, many of the 127 sources
of ANOVA variance achieve statistical significance. However, no other factors
account for more than 2.5% of the variance in an R2 data descriptive sense, Ina

predictive sense, the percent variance would be even less.
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Individual Differences. In conclusion, the main finding is that edge rate

acceleration information dominates flow acceleration information in this experi-
ment. But this conclusion is based on averages. However, 10 of 25 subjects gave a
greater number of acceleration judgmenfs to flow-only acceleration displays than
to edge-only acceleration displays. This suggests that individual differences may

be important and that some people may be edge dominant while others are flow

dominant.
Contidence Ratings

Each judgment was accompanied by a rating of "slightly," "moderately," or
"very" confldent that the scene represented acceleration or constant speed. Being
very confldent that egospred s constant is interpretable as being least confident
that egospeed s accelerating. Thus, ratings were transformed into a é-point scale
In which "6" represents the most confidence for acceleration and "1" the least.
Since judgments of constancy versus acceleration are essentially a 2-point rating
scale, this 6-point scale enables a "finer graln" analysis of the judgments. The
ANOVA design and analyses are parallel to that for the 2-point judgments.

The confidence results are largely confirmatory of the judgment results, but
less noisy due to their finer grain.

Table D-J indicates that edge-only acceleration information a~ain dominates
tlow-only acceleration Information (average ratings of 3,33 versus 3.02),-but that
flow-only acceleration ratings are higher than for displays with no acceleration
Information (3.02 versus 2.35). In general, observers were not totally certain that
fully constant displays were constant or that fully accelerating displays were
accelerating.  Table D-6 Indicates, that, overall, edge rate acceleration
information accounts for about twice as much variance as flow acceleration

information (8.87% versus 4,56%),
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Table D=3
Average 6-Point Confidence Ratings of Acceleration

as a Function of Flow Acceleration vs., Edge
Acceleration for Experiment 1

e A e .

. Flow Rate
I Constant  Accelerating
Edge Constant 2.35 3. 04 | 2,69
Rate Accelarating 3.33 4.22 | 3.78
I 2.84 3.62
- Note: N = 1350 per cell. "6" indicates most confidence that a
5 scene represants acceleration and "1" the least.

1 I Table D=6

ANOVA Summary Table for the 6=Point Confidence
Ratings in Acceleration in Experiment 1

- = R
—

“ &
3 Source 88 df F p X Var ;
A | Obsatvers 1,589.0 24 8.80 ]
2 - Blocks 135.1 1 15.65 .0006 «75 k
! . Flow Acceleration 822.9 1 91.80 . 0000 4.56 b
i Edge Acceleration 1,602.8 1 115.37 »0000 8.87 i
- Initial Speed 1,674.5 2 95,84 .0000 9.27 i
Initial Edge Rate 479.9 2 77.85 .0000 2.56

1 R-Factor 447,6 2 121.86 .0000 2.48 e
Vb EA by R 235.5 2 46,47 .0000 1.30 é
1

| Total 18,061.4 5399 100.

[SUPRSLIR SET

Nota: There ara 127 possible sources of variance for this design,
Eighteen sources not listed here accountad for between 1.0 and 2.3%
of the variance and all involved observer interactions.
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Overall, the mean confidence ratings for the 0, 3, 4.5, and 6.75% acceleration
rates were 2,35, 3.13, 3.37, and 4.07 (N = 1,350 per mean). the R-facvor accounts
for 2.48% of the variance which means that degree of acceleration accounts for
greater than 2.48% of the variance, ‘

The average ratings of acceleration as a function of degree of acceleration
for each of the acceleration information conditions are shown in Figure D-3.
Figure D-3 closely parallel Figure D-2. On a case-by-case basis, edge rate
acceleration information dominates flow acceleration Information. No curves in
Figure D-3 have reached an asymptote indicating that the maximum degree of
acceleration Is low for the task.

Table D-6 shows a similar pattern to Table D-4, The maln difference is that
Initial speed or flow rate emerges as the most potent factor (9.3% of the variance)
in determining ratings of acceleration. Again, this effect may be somewhat
artifactual for the reasons already discussed.

Edge rate acceleration Information s again shown to be dominant on average
over flow acceleration information. But, the same 10 observers again show a
preference for flow-only acceleration information over edge-only acceleration
information. Thus, the same pattern of individual differences occurs for both
judgments and ratings.

EXPERIMENT 2

In Experiment 1, none of the curves for either judgments or ratings of
acceleration as a function of degree of acceleration appear to have reached
asymptote (Figures D-2 and D-3). In particular, in the most favorable acceleration
information condition, the mean judgment of acceleration was just 85.6%. This,
together with the finding of a high false alarm rate (21.2% judgrments of

acceleration In the no-acceleration informatlon condition) suggests that the task

was rather difficult.
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The purpose of Experiment 2 was to investigate the effect of a higher range
of acceleration rates on judgments and ratings of egospeed acceleration. [t was
expected that judgments and ratings of acceleration would increase with greater
degrees of acceleration. It was specﬁlated that the false alarm rate might
decrease because of the greater overall difference between accelerating and
constant displays.
Method
Observers

Thirteen new observers (10 males and 3 females) participated.

Procedure and Design
The procedure and design were identical to those of Experiment |,

Displays
The displays were the same as in Experiment | except for:

Acceleration rates. The range of acceleration rates was increased to 4, 6,

and 9% corresponding to r values of 1.04, 1.06, and 1.09 for the equations in Table
D-2.

Initial speed, flow rate, and altitude. In Experiment 1, the inltial speeds were
72, 108, and 162 m/sec and the simulated altitude was 72 m.  Thus the Initial
flow rates were 1, 1.5, and 2.25 eyeheights/sec since tlow rate is given by
speed/altitude, In Experiment 2, the Initial speeds were ralsed to 80, 120, and 180
m/sec, altitude to 80 m, and lateral spacing to 80-m intervals. Geometrically, the
coordinated increases in these environmental parameters produces static and
dynamic perspectival views identical to those in the first experiment. In
particular, the Initial tlow rates were again 1, 1.5, and 2.25 eyeheights/sec. The
reason for increasing the simulated altitude was to decrease digital nolse effects

on the displays.
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Exposure duration. The duration of all the displays was reduced from 10 sec

to 6.5 sec. This was necessitated by equipment limitations. Due to the use of a

digital computer, simulated speed cannot increase smoothly as in real travel.

Rather, digitally simulated speed increases in a stepwise fashion. The greatest

speed we could simulate with a reasonably small step size was 320 m/sec else

acceleration would be jerky. Solving the equation Xf|na| = Xinitial(rt) for an initial

speed of 162 m/sec, r=1.09, and t=6.5 sec yields a final speed of 315.2 m/sec. Thus

315.2 m/sec is the fastest speed simulated in the experiment and does not exceed
the 320 m/sec limit.

Results and Discussion

Judgments of Acceleration
The mean percent judgments of acceleration for the basic 2x2 crossing of

tlow acceleration versus edge rate acceleration are presented in Table D-7.

Table D=7

Parcent Judgments of Acceleration as & Function of Flow
Acceleration Versus Edge Rate Accelaration in Experiment 1

Flow Rate
Constant Accelarating
Edge Constant — 20.1 48,4 34.3
Rate Accelerating 3402 1.8 48.0
27.1 55.1

Note: N = 702 per cell
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The main effect of flow acceleration accounts for over four times as much of the
total varlance as the main effect of edge rate acceleration (8.09% versus 1.95%)
and Is the single most potent factor in this experiment including observers and

observers interactions. See Table D-8 for an ANOVA summary and significance

levels, This result Is the exact reversal of that in Experiment 1. In Experiment |

edge rate acceleration dominated.

Table D-8

ANOVA Summary Table for the Judgments
of Accelesration in Experiment 2

4

1‘ Source 88 df F 2 % Var

AT Observers 20.4 12 3.00
"y Blocks 1.2 1 12,49 0041 .18
i Flow Accel. (XA) 55.0 1 58,14 .0000 8.09

' Edge Accel. 13.3 1 37.55 .0001 1.95
i - Initial Flow Rate 46,2 2 20,48 .0000 6.79
A i Tnitial Edge Rate 6.8 2 23,12 .0000  1.00
) R-Factor 20.1 2 43,06 .0000 2,96
¥ _ XA by R 7.7 2 32,29 .0000 1.13
' !
% Total 679.9 2807 100.

fd

Note: There ars 127 possible sources of variance in this design,
Twenty-three sources not listad here accounted for betwaen 1.00 and
3.99 perxcent of the variance and all involved obsarver interactions.
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Flow-only acceleration clearly is superior to edge-only acceleration in
eliciting judgments of acceleration (48.4% vs, 34.2%). That both sources are used
in normal situations is evidenced by the finding that the percentage for both
sources present (61.8%) Is greater than fSr only flow acceleration present (48.4%)
or for only edge acceleration present (34,29%) and these both are greater than for
no acceleration information present (20.1%). When both flow rate and edge rate
accelerate, the percentage of acceleration judgments is lower than the comparable
case in Experiment | (61.8% here versus 67.6%). This finding is contrary to
expectation since the overall acceleration rates are greater here than in Experi-
ment 1. The pure false alarm rate here (20.1%) is only marginally lower than the
false alarm rate (21.1%) In Experiment 1. The lowering Is in the right directlion but
the magnitude is not impressive.,

The two maln findings of this experiment are (l) the reversal of the
dominance of edge-only acceleration versus flow-only acceleration found in Experi-
ment 1, and (2) the finding that overall judgments of acceleration did not increase
In comparison to Experiment l. Both of these findings are clearly evident In Figure
D-4. The overall mean percent judgments of acceleration for the 0, 4, 6, and 9%
acceleration rates were 20.1, 34,0, 47.6, and 62.8%. Compared to the 21.l, 40,5,
48.0 and 63.9% judgments of acceleration for the 0, 3, 4.5, and 6.75% acceleration
rates, these findings are unexpectedly lower. In particular increasing the degree
range upward did not bring any curve closer to asymptote. The most favorable
case (both sources accelerating at 9%) in this experiment was less effective than

the most favorable case (both sources accelerating at 6.75%) In Experiment |

(80.3% judgments of acceleration versus 85.6%).
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The results of the two experiments are not always In opposition. Table D-8
Indicates that initial flow rate again accounts for a relatively large proportion of
the variance (6,79% here and 7.22% in Experiment 1) and that initial edge rate
again contributes to a lesser degree (1.0696 here and 2.14% in Experiment 2), The
speculations about the reason for these results in Experiment | apply equally well
here.

Indlvidual Differences. Two of the 13 observers showed edge dominance
instead of the flow dominance exhibited by the group as a whole. The lack of
unanimity s less here (2 of 13 observers in a minority) than in Experiment 1 (10 of
25 observers in a minority) but the importance of considering Individual differences
ls still indicated.

Contldence Ratings of Acceleration

Ratings of acceleration were determined the same way as In Experiment 1.
This measure provides a tiner grain (6 levels) index of performance than judgment
of acceleration (2 levels). The results are essentlally parallel to those for the
judgments of acceleration al